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Chapter 1

Hilbert Spaces

1.1 Notations
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Notation

Logic

A =⇒ B A implies B

A ⇐= B A is implied by B

iff if and only if
A ⇐⇒ B A implies B and is implied by B

∀x ∈ X for all x in X

∃x ∈ X there exists an x in X such that

Sets and Functions (Mappings)

x ∈ X x is an element of the set X

x 6∈ X x is not in X

{x ∈ X | P (x)} the set of elements x of the set X obeying the property P (x)
A ⊂ X A is a subset of X

X \A complement of A in X

A closure of set A

X × Y Cartesian product of X and Y

f : X → Y mapping (function) from X to Y

f(X) range of f

χA characteristic function of the set A

∅ empty set
N set of natural numbers (positive integers)
Z set of integer numbers
Q set of rational numbers
R set of real numbers
R+ set of positive real numbers
C set of complex numbers

Vector Spaces

H ⊕G direct sum of H and G

H∗ dual space
Rn vector space of n-tuples of real numbers
Cn vector space of n-tuples of complex numbers
l2 space of square summable sequences
lp space of sequences summable with p-th power
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Normed Linear Spaces

||x|| norm of x

xn −→ x (strong) convergence

xn
w
−→ x weak convergence

Function Spaces

supp f support of f

H ⊗G tensor product of H and G

C0(R
n) space of continuous functions with bounded support in Rn

C(Ω) space of continuous functions on Ω
Ck(Ω) space of k-times differentiable functions on Ω
C∞(Ω) space of smooth (infinitely diffrentiable) functions on Ω
D(Rn) space of test functions (Schwartz class)
L1(Ω) space of integrable functions on Ω
L2(Ω) space of square integrable functions on Ω
Lp(Ω) space of functions integrable with p-th power on Ω
Hm(Ω) Sobolev spaces
C0(V, Rn) space of continuous vector valued functions with bounded support in Rn

Ck(V,Ω) space of k-times differentiable vector valued functions on Ω
C∞(V,Ω) space of smooth vector valued functions on Ω
D(V, Rn) space of vector valued test functions (Schwartz class)
L1(V,Ω) space of integrable vector valued functions functions on Ω
L2(V,Ω) space of square integrable vector valued functions functions on Ω
Lp(V,Ω) space of vector valued functions functions integrable with p-th power on Ω
Hm(V,Ω) Sobolev spaces of vector valued functions

Linear Operators

Dα differential operator
L(H, G) space of bounded linear transformations from H to G

H∗ = L(H, C) space of bounded linear functionals (dual space)
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1.2 Hilbert Spaces: Introduction

The concept of a Hilbert space is seemingly technical and special. For example, the reader has probably
heard of the space `2 (or, more precisely, `2(Z)) of square-summable sequences of real or complex numbers.

In what follows, we mainly work over the reals in order to serve intuition, but many infinite-dimensional
vector spaces, especially Hilbert spaces, are defined over the complex numbers. Hence we will write our
formulae in a way that is correct also for C instead of R. Of course, for z ∈ R the expression | z |2 is just
z2. We will occasionally use the fancy letter K, for Körper, which in these notes stands for either K = R or
K = C.

That is, `2 consists of all infinite sequences {. . . ,c−1 , c0 , c1 , . . .}, ck ∈ K, for which

∞

∑
k=−∞

| ck |2< ∞ (1.1)

Another example of a Hilbert space one might have seen is the space L2(R) of square-integrable complex-
valued functions on R, that is, of all functions f : R→ K for which∫

∞

−∞

dx | f (x) |2< ∞ (1.2)

The elements of L2(R) are, strictly speaking, not simply functions but equivalence classes of Borel func-
tions.

In view of their special nature, it may therefore come as a surprise that Hilbert spaces play a central role
in many areas of mathematics, notably in analysis, but also including

• (differential) geometry,

• group theory,

• stochastics,

• and even number theory.

In addition, the notion of a Hilbert space provides the mathematical foundation of quantum mechanics.
Indeed, the definition of a Hilbert space was first given by von Neumann (rather than Hilbert!) in 1927
precisely for the latter purpose. However, despite his exceptional brilliance, even von Neumann would
probably not have been able to do so without the preparatory work in pure mathematics by Hilbert and
others, which produced numerous constructions (like the ones mentioned above) that are now regarded as
examples of the abstract notion of a Hilbert space.

In what follows, we shall separately trace the origins of the concept of a Hilbert space in mathematics
and physics. As we shall see, Hilbert space theory is part of functional analysis, an area of mathematics that
emerged between approximately 1880−1930. Functional analysis is almost indistinguishable from what is
sometimes called “abstract analysis” or “modern analysis”, which marked a break with classical analysis.
The latter involves, roughly speaking, the study of properties of a single function, whereas the former deals
with spaces of functions. The modern concept of a function as a map f : [a,b]→ R was only arrived at by
Dirichlet as late as 1837, following earlier work by notably Euler and Cauchy. But Newton already had an
intuitive graps of this concept, at least for one variable.

One may argue that classical analysis is tied to classical physics, whereas modern analysis is associated
with quantum theory. Of course, both kinds of analysis were largely driven by intrinsic mathematical argu-
ments as well. 5 The jump from classical to modern analysis was as discontinuous as the one from classical
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to quantum mechanics. The following anecdote may serve to illustrate this. G.H. Hardy was one of the
masters of classical analysis and one of the most famous mathematicians altogether at the beginning of the
20th century. John von Neumann, one of the founders of modern analysis, once gave a talk on this subject
at Cambridge in Hardy’s presence. Hardy’s comment was: Obviously a very intelligent man. But was that
mathematics?

The final establishment of functional analysis and Hilbert space theory around 1930 was made possible
by combining a concern for rigorous foundations with an interest in physical applications [2].

Classical analysis grew out of the calculus of Newton, which in turn had its roots in both geometry and
physics. (Some parts of the calculus were later rediscovered by Leibniz.) In the 17th century, geometry
was a practical matter involving the calculation of lenths, areas, and volumes. This was generalized by
Newton into the calculus of integrals. Physics, or more precisely mechanics, on the other hand, had to do
with velocities and accellerations and the like. This was abstracted by Newton into differential calculus.
These two steps formed one of the most brilliant generalizations in the history of mathematics, crowned by
Newton’s insight that the operations of integration and differentiation are inverse to each other, so that one
may speak of a unified differential and integral calculus, or briefly calculus. Attempts to extend the calculus
to more than one variable and to make the ensuing machinery mathematically rigorous in the modern sense
of the word led to classical analysis as we know it today. (Newton used theorems and proofs as well, but his
arguments would be called “heuristic” or “intuitive” in modern mathematics.)

1.2.1 Origins in mathematics

The key idea behind functional analysis is to look at functions as points in some infinite-dimensional
vector space. To appreciate the depth of this idea, it should be mentioned that the concept of a finite-
dimensional vector space only emerged in the work of Grassmann between 1844 and 1862 (to be picked
up very slowly by other mathematicians because of the obscurity of Grassmann’s writings), and that even
the far less precise notion of a “space” (other than a subset of Rn) was not really known before the work of
Riemann around 1850.

Indeed, Riemann not only conceived the idea of a manifold (albeit in embryonic form, to be made
rigorous only in the 20th century), whose points have a status comparable to points in Rn, but also explicitly
talked about spaces of functions (initially analytic ones, later also more general ones). However, Riemann’s
spaces of functions were not equipped with the structure of a vector space.

In 1885 Weierstrass considered the distance between two functions (in the context of the calculus of
variations), and in 1897 Hadamard took the crucial step of connecting the set-theoretic ideas of Cantor with
the notion of a space of functions.

Finally, in his PhD thesis of 1906, which is often seen as a turning point in the development of functional
analysis, Hadamard’s student Fréchet defined what is now called a metric space (i.e., a possibly infinite-
dimensional vector space equipped with a metric, see below), and gave examples of such spaces whose
points are functions. Fréchet’s main example was C[a,b], seen as a metric space in the supremum-norm, i.e.,
d( f ,g) = ‖ f −g‖ with ‖ f ‖= sup{ f (x) | x ∈ [a,b]}

After 1914, the notion of a topological space due to Hausdorff led to further progress, eventually leading
to the concept of a topological vector space, which contains all spaces mentioned below as special cases.

To understand the idea of a space of functions, we first reconsider Rn as the space of all functions
f : {1,2, . . . ,n}→R, under the identification x1 = f (1), . . . ,xn = f (n). Clearly, under this identification the
vector space operations in Rn just correspond to pointwise operations on functions (e.g., f +g is the function
defined by ( f +g)(k) = f (k)+g(k), etc.). Hence Rn is a function space itself, consisting of functions defined
on a finite set. The given structure of Rn as a vector space may be enriched by defining the length f of a
vector f and the associated distance d( f ,g) = ‖ f −g‖ between two vectors f and g. In addition, the angle θ
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between f and g in Rn is defined. Lengths and angles can both be expressed through the usual inner product

( f ,g) =
n

∑
k=1

f (k)g(k) (1.3)

through the relations ‖ f‖=
√

( f , f ) and ( f ,g) = ‖ f ‖‖g‖ cosθ ( f is the complex conjugate of f ).
In particular, one has a notion of orthogonality of vectors, stating that f and g are orthogonal whenever

( f ,g) = 0, and an associated notion of orthogonality of subspaces: we say that V ⊂ Rn and W ⊂ Rn are
orthogonal if ( f ,g) = 0 for all f ∈ V and g ∈ W . This, in turn, enables one to define the (orthogonal)
projection of a vector on a subspace of Rn. Even the dimension n of Rn may be recovered from the inner
product as the cardinality of an arbitrary orthogonal basis. Now replace {1,2, . . . ,n} by an infinite set. In
this case the corresponding space of functions will obviously be infinite-dimensional in a suitable sense. The
simplest example is N = {1,2, . . . ,}, so that one may define R∞ as the space of all functions f : N→R, with
the associated vector space structure given by pointwise operations. However, although R∞ is well defined
as a vector space, it turns out to be impossible to define an inner product on it, or even a length or distance.

Fréchet’s main example was C[a,b], seen as a metric space in the supremum-norm, i.e., d( f ,g) = ‖ f −
g‖ with ‖ f ‖= sup{ f (x) | x ∈ [a,b]}

A subspace of a vector space is by definition a linear subspace.
This is most easily done by picking a basis ei of the particular subspace V . The projection p f of f onto

V is then given by p f = ∑i (ei, f )ei.
This is the same as the cardinality of an arbitrary basis, as any basis can be replaced by an orthogonal

one by the Gram-Schmidt procedure.
The dimension of a vector space is defined as the cardinality of some basis. The notion of a basis

is complicated in general, because one has to distinguish between algebraic (or Hamel) and topological
bases. Either way, the dimension of the spaces described below is infinite, though the cardinality of the
infinity in question depends on the type of basis. The notion of an algebraic basis is very rarely used in the
context of Hilbert spaces (and more generally Banach spaces), since the ensuing dimension is either finite
or uncountable. The dimension of the spaces below with respect to a topological basis is countably infinite,
and for a Hilbert space all possible cardinalities may occur as a possible dimension. In that case one may
restrict oneself to an orthogonal basis.

Indeed, defining

( f ,g) =
∞

∑
k=1

f (k)g(k) (1.4)

it is clear that the associated length f is infinite for most f . This is hardly surprising, since there are no
growth conditions on f at infinity. The solution is to simply restrict R∞ to those functions with ‖ f‖ < ∞.
These functions by definition form the set `2(N), which is easily seen to be a vector space. Moreover, it
follows from the Cauchy-Schwarz inequality

( f ,g)≤ ‖ f ‖‖g‖ (1.5)

that the inner product is finite on `2(N). Consequently, the entire geometric structure of Rn in so far as it
relies on the notions of lengths and angles (including orthogonality and orthogonal projections) is available
on `2(N). Running ahead of the precise definition, we say that Rn ∼= `2({1,2, . . . ,n}) is a finite-dimensional
Hilbert space, whereas `2(N) is an infinite-dimensional one. Similarly, one may define `2(Z) (or indeed
`2(S) for any countable set S) as a Hilbert space in the obvious way.

From a modern perspective, `2(N) or `2(Z) are the simplest examples of infinite-dimensional Hilbert
spaces, but historically these were not the first to be found. From the point of view of most mathematicians
around 1900, a space like `2(N) would have been far to abstract to merit consideration.
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The initial motivation for the concept of a Hilbert space came from the analysis of integral equations of
the type

f (x)+
∫ b

a
dyK(x,y) f (y) = g(x) (1.6)

where f , g, and K are continuous functions and f is unknown. Integral equations were initially seen as
reformulations of differential equations. For example, the differential equation D f = g or f ′(x) = g(x) for
unknown f is solved by f =

∫
g or f (x) =

∫ x
0 dyg(y) =

∫ 1
0 dyK(x,y)g(y) for K(x,y) = θ(x− y) (where

x≤ 1), which is an integral equation for g.
Such equations were first studied from a somewhat modern perspective by Volterra and Fredholm around

1900, but the main break-through came from the work of Hilbert between 1904−1910. In particular, Hilbert
succeeded in relating integral equations to an infinite-dimensional generalization of linear algebra by choos-
ing an orthonormal basis {ek} of continuous functions on [a,b] (such as ek(x) = exp(2πkix) on the interval
[0,1]), and defining the (generalized) Fourier coefficents of f by f̂k = (ek, f ) with respectto the inner product

( f ,g) =
∫ b

a
dx f (x)g(x) (1.7)

The integral equation (I.6) is then transformed into an equation of the type

f̂k = ∑
l

K̂kl f̂l = ĝl (1.8)

Hilbert then noted from the Parseval relation (already well known at the time from Fourier analysis and more
general expansions in eigenfunctions)

∑
k∈Z

| f̂k |2=
∫ b

a
dx | f (x) |2 (1.9)

that the left-hand side is finite, so that f̂ ∈ `2(Z). This, then, led him and his students to study `2 also
abstractly. E. Schmidt should be mentioned here in particular. Unlike Hilbert, already in 1908 he looked at
`2 as a “space” in the modern sense, thinking of seqences (ck) as point in this space. Schmidt studied the
geometry of `2 as a Hilbert space in the modern sense, that is, empasizing the inner product, orthogonality,
and projections, and decisively contributed to Hilbert’s work on spectral theory. The space L2(a,b) appeared
in 1907 in the work of F. Riesz and Fischer as the space of (Lebesgue) integrable functions on (a,b) for
which ∫ b

a
dx | f (x) |2< ∞ (1.10)

of course, this condition holds if f is continuous on [a,b]. 14 More precisely, the elements of L2(a,b) are
not functions but equivalence classes thereof, where f ∼ g when ‖ f −g‖2 = 0.

Equipped with the inner product (I.7), this was another early example of what is now called a Hilbert
space. 15 The term “Hilbert space” was first used by Schoenflies in 1908 for `2, and was introduced in the
abstract sense by von Neumann in 1927; see below. The context of its appearance was what is now called
the Riesz-Fischer theorem:

Given any sequence (ck) of real (or complex) numbers and any orthonormal system (ek) in L2(a,b),
there exists a function f ∈ L2(a,b) for which (ek, f ) = ck if and only if c ∈ `2, i.e., if ∑k | ck |2< ∞. The
notion of an orthonormal system of functions on the interval [a,b] was as old as Fourier, and was defined
abstractly by Hilbert in 1906. At the time, the Riesz-Fischer theorem was completely unexpected, as it
proved that two seemingly totally different spaces were “the same” from the right point of view. In modern
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terminology, the theorem establishes an isomorphism of `2 and L2 as Hilbert spaces, but this point of view
was only established twenty years later, i.e., in 1927, by von Neumann. Inspired by quantum mechanics,
in that year von Neumann gave the definition of a Hilbert space as an abstract mathematical structure, as
follows. First, an inner product on a vector space V over a field K (where K = R or K = C), is a map
V ×V → K, written as 〈 f ,g〉 7→ ( f ,g), satisfying, for all f ,g ∈V and t ∈ K,

1. ( f , f )≥ 0;

2. (g, f ) = ( f ,g);

3. ( f , tg) = t ( f ,g);

4. ( f ,g+h) = ( f ,g)+( f ,h);

5. ( f , f ) = 0⇒ f = 0.

Given an inner product on V , one defines an associated length function or norm ‖ �‖ : V → R+ by (I.2). A
Hilbert space (over K) is a vector space (over K) with inner product, with the property that Cauchy sequences
with respect to the given norm are convergent (in other words, V is complete in the given norm). A sequence
( fn) is a Cauchy sequence in V when ‖ fn− fm‖ → 0 when n,m → ∞; more precisely, for any ε > 0 there
is l ∈ N such that ‖ fn − fm‖ < ε for all n,m > l. A sequence ( fn) converges if there is f ∈ V such that
limn→∞ ‖ fn− f‖= 0.

Hilbert spaces are denoted by the letter H rather than V . Thus Hilbert spaces preserve as much as
possible of the geometry of Rn.

It can be shown that the spaces mentioned above are Hilbert spaces. Defining an isomorphism of Hilbert
spaces U : H1 → H2 as an invertible linear map preserving the inner product (i.e., (U f ,Ug)2 = ( f ,g)1 for
all f ,g ∈ H1), the Riesz-Fischer theorem shows that `2(Z) and L2(a,b) are indeed isomorphic.

In a Hilbert space the inner product is fundamental, the norm being derived from it. However, one may
instead take the norm as a starting point (or, even more generally, the metric, as done by Fréchet in 1906).
The abstract properties of a norm were first identified by Riesz in 1918 as being satisfied by the supremum
norm, and were axiomatized by Banach in his thesis in 1922. A norm on a vector space V over a field K as
above is a function ‖ �‖ : V → R+ with the properties:

1. ‖ f +g‖ ≤ ‖ f ‖+‖g‖ for all f ,g ∈V ;

2. ‖t f‖=| t | ‖ f ‖ for all f ∈V and t ∈ K;

3. ‖ f ‖= 0⇒ f = 0.

The usual norm on Rn satisfies these axioms, but there are many other possibilities, such as

‖ f ‖p =

(
n

∑
k=1

| f (k) |p
)1/p

(1.11)

for any p ∈ R with 1≤ p < ∞, or

‖ f ‖∞ = sup{| f (k) |, k = 1, . . . ,n}. (1.12)

In the finite-dimensional case, these norms (and indeed all other norms) are all equivalent in the sense that
they lead to the same criterion of convergence (technically, they generate the same topology): if we say that
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fn → f when ‖ fn− f‖ → 0for some norm on Rn, then this implies convergence with respect to any other
norm. This is no longer the case in infinite dimension. For example, one may define lp(N) as the subspace
of R∞ that consists of all vectors f ∈ R∞ for which

‖ f ‖p =

(
∞

∑
k=1

| f (k) |p
)1/p

(1.13)

is finite. It can be shown that ‖ �‖p is indeed a norm on `p(N), and that this space is complete in this norm.
As with Hilbert spaces, the examples that originally motivated Riesz to give his definition were not `p spaces
but the far more general Lp spaces, which he began to study in 1910. For example, Lp(a,b) consists of all
(equivalence classes of Lebesgue) integrable functions f on (a,b) for which

‖ f ‖p =
(∫ b

a
dx | f (x) |p

)1/p

(1.14)

is finite, still for 1≤ p < ∞, and also ‖ f ‖∞ = sup{| f (x) |, x ∈ (a,b)}. Eventually, in 1922 Banach defined
what is now called a Banach space as a vector space (over K as before) that is complete in some given
norm. Long before the abstract definitions of a Hilbert space and a Banach space were given, people began
to study the infinite-dimensional generalization of functions on Rn. In the hands of Volterra, the calculus of
variations originally inspired the study of functions φ : V →K, later called functionals, and led to early ideas
about possible continuity of such functions. However, although the calculus of variations involved nonlinear
functionals as well, only linear functionals turned out to be tractable at the time (until the emergence of
nonlinear functional analysis much later). Indeed, even today (continuous) linear functionals still form the
main scalar-valued functions that are studied on infinite-dimensional (topological) vector spaces. For this
reason, throughout this text a functional will denote a continuous linear functional. For H = L2(a,b), it was
independently proved by Riesz and Frćhet in 1907 that any functional on H is of the form g 7→ ( f ,g) for
some f ∈ H. More generally, in 1910 Riesz showed that any functional on Lp(a,b) is given by an element
Lq(a,b), where 1/p + 1/q = 1, by the same formula. Since p = 2 implies q = 2, this of course implies the
earlier Hilbert space result.

The same result for arbitrary Hilbert spaces H was written down only in 1934−35, again by Riesz,
although it is not very difficult. The second class of “functions” on Hilbert spaces and Banach spaces that
could be analyzed in detail were the generalizations of matrices on Rn, that is, linear maps from the given
space to itself. Such functions are now called operators. Or linear operators, but for us linearity is part of the
definition of an operator. For example, the integral equation (I.6) is then simply of the form (1 + K) f = g,
where 1 : L2(a,b) → L2(a,b) is the identity operator 1 f = f , and K : L2(a,b) → L2(a,b) is the operator
given by

(K f )(x) =
∫ b

a
dyK(x,y) f (y). (1.15)

This is easy for us to write down, but in fact it took some time before integral of differential equations
were interpreted in terms of operators acting on functions. For example, Hilbert and Schmidt did not really
have the operator concept but (from the modern point of view) worked in terms of the associated quadratic
form. That is, the operator a : H → H defines a map q : H ×H → K by 〈 f ,g〉 7→ ( f ,ag). They managed
to generalize practically all results of linear algebra to operators, notably the existence of a complete set of
eigenvectors for operators of the stated type with symmetric kernel, that is, K(x,y) = K(y,x). The associated
quadratic form then satisfies q( f ,g) = q(g, f ).

The abstract concept of a (bounded) operator (between what we now call Banach spaces) is due to
Riesz in 1913. It turned out that Hilbert and Schmidt had studied a special class of operators we now call
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“compact”, whereas an even more famous student of Hilbert’s, Weyl, had investigated a singular class of
operators now called “unbounded” in the context of ordinary differential equations. Spectral theory and
eigenfunctions expansions were studied by Riesz himself for general bounded operators on Hilbert spaces
(seen by him as a special case of general normed spaces), and later, more specifically in the Hilbert space
case, by Hellinger and Toeplitz (culminating in their pre-von Neumann review article of 1927). In the Hilbert
space case, the results of all these authors were generalized almost beyond recognition by von Neumann in
his book from 1932 [15], to whose origins we now turn.

John von Neumann (1903−1957) was a Hungarian prodigy; he wrote his first mathematical paper at the
age of seventeen. Except for this first paper, his early work was in set theory and the foundations of mathe-
matics. In the Fall of 1926, he moved to Göttingen to work with Hilbert, the most prominent mathematician
of his time. Around 1920, Hilbert had initiated his Beweistheory, an approach to the axiomatization of
mathematics that was doomed to fail in view of Gd̈el’s later work. However, at the time that von Neumann
arrived, Hilbert was mainly interested in quantum mechanics.

1.2.2 Why Hilbert space (level 0)?



Chapter V

Quantum mechanics and Hilbert

space i: states and observables

We are now going to apply the previous machinery to quantum mechanics, referring to the Intro-
duction for history and motivation. The mathematical formalism of quantum mechanics is easier
to understand if it is compared with classical mechanics, of which it is a modification. We therefore
start with a rapid overview of the latter, emphasizing its mathematical structure.

V.1 Classical mechanics

The formalism of classical mechanics is based on the notion of a phase space M and time-

evolution, going back to Descartes and Newton, and brought into its modern form by Hamilton.
The phase space of a given physical system is a collection of points, each of which is interpreted as
a possible state of the system. At each instance of time, a given state is supposed to completely
characterize the ‘state of affairs’ of the system, in that:

1. The value of any observable (i.e., any question that may possibly be asked about the system,
such as the value of its energy, or angular momentum,. . . ) is determined by it.1

2. Together with the equations of motion, the state at t = 0 is the only required ingredient for
the prediction of the future of the system.2

Observables are given by functions f on M . The relationship between states (i.e. points of M)
and observables is at follows:

The value of the observable f in the state x is f(x).

This may be reformulated in terms of questions and answers. Here an observable f is identified
with the question: what is the value of f? A state is then a list of answers to all such questions.

A very basic type of observable is defined by a subset S ⊂ M . This observable is the char-
acteristic function χS of S, given by χS(x) = 1 when x ∈ S and χS(x) = 0 when x /∈ S. The
corresponding question is: is the system in some state lying in S ⊂M? The answer yes is identified
with the value χS = 1 and the answer no corresponds to χS = 0. Sich a question with only two
possible answers is called a yes-no question.

In these notes we only look at the special case M = R2n, which describes a physical system
consisting of a point particles moving in Rn. We use coordinates (q, p) := (qi, pi), where i =
1, . . . , n. The q variable (“position”) denotes the position of the particle, whereas the meaning of

1Philosophers would say that any quantity pertaining to the system supervenes on its states; this means that no
change in a given quantity is possibly without a change in the state. For example, most scientists would agree that
the mind supervenes on the brain (seen as a physical system).

2We do not say that such a prediction is always possible in practice. But if it is possible at all, it merely requires
the state and the equations of motion.
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the p variable (“momentum”) depends on the time-evolution of the system. For example, for a
free particle of mass m one has the relation ~p = m~v, where v is the velocity of the particle (see
below). Let us note that one may look at, say, qi also as an observable: seen as a function on M ,
one simply has qi(q, p) = qi, etc.

Given the phase space M , the specification of the system is completed by specifying a function
h on M , called the Hamiltonian of the system. For M = R2n we therefore have h as a function
of (q, p), informally written as h = h(q, p). The Hamiltonian plays a dual role:

• Regarded as an observable it gives the value of the energy;

• it determines the time-evolution of the system.

Indeed, given h the time-evolution is determined by Hamilton’s equations

q̇i :=
dqi

dt
=

∂h

∂pi

;

ṗi :=
dpi

dt
= −

∂h

∂qi
. (V.1)

For example, a particle with mass m moving in a potential V has Hamiltonian

h(q, p) =
p2

2m
+ V (q), (V.2)

where p2 :=
∑n

i=1
(pi)

2. The equations (V.1) then read q̇i = pi/m and ṗi = −∂V/∂qi. With
the force defined by F i := −∂V/∂qi, these are precisely Newton’s equations d2qi/dt2 = F i/m, or
~F = m~a. In principle, h may explicitly depend on time as well.

V.2 Quantum mechanics

Quantum mechanics is based on the postulate that the phase space is a Hilbert space H , with the
additional stipulations that:

1. Only vectors of norm 1 correspond to physical states;

2. Vectors differing by a “phase”, i.e., by a complex number of modulus 1, correspond to the
same physical state.

In other word, ψ ∈ H and zψ with z ∈ C and |z| = 1 give the same state.3 We here stick to the
physicists’ convention of denoting elements of Hilbert spaces by Greek letters.4

The reason for the first point lies in the probability interpretation of quantum mechanics. The
simplest example of this interpretation is given by the quantum mechanics of a particle moving in
R3. In that case the Hilbert space may be taken to be H = L2(R3), and Born and Pauli claimed in
1926 that the meaning of the ‘wavefunction’ ψ ∈ L2(R3) was as follows: the probability P (ψ, x ∈ ∆)
that the particle in state ψ is found to be in a region ∆ ⊆ R3 is

P (x ∈ ∆|ψ) = (ψ, χ∆ψ) =

∫
∆

d3x ‖ψ(x)‖2. (V.3)

Here χ∆ is the characteristic function of ∆, given by χ∆(x) = 1 when x ∈ ∆ and χ∆(x) = 0 when
x /∈ ∆. It follows that

P (x ∈ R
n|ψ) = ‖ψ‖2 = (ψ, ψ) = 1, (V.4)

3It follows that the true state space of a quantum-mechanical system is the projective Hilbert space PH, which
may be defined as the quotient SH/ ∼, where SH := {f ∈ H | ‖f‖ = 1} and f ∼ g iff f = zg for some z ∈ C with
|z| = 1.

4This notation was initially used by Schrödinger in order to make his wave mechanics, a precursor of quantum
mechanics, look even more mysterious than it already was.
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1.2.3 Why Hilbert space (level 1)?

One could go through great pains to learn the profound mathematics of Hilbert spaces and operators on
them but what in experiment suggests the specific form of quantum mechanics with its “postulates”? Why
should measurable quantities be represented by operators on a Hilbert space? Why should the complete
information about a system be represented by a vector from a Hilbert space?

It looks like we make a lot of assumptions for setting up quantum mechanics. The arguments below will
show, that we make one less than we make for classical mechanics, and that this intails all the strangeness.
It is a bit like in general relativity: by omitting one postulate from geometry, we enter a whole new space of
possibilities.

Overview

• Associate “physical quantity” Q with a mathematical object Q

• Key step: Q should be part of an algebra

• Define the “state” of a system, that leads to an expectation value for any measurement on the system.

• Given a “state” and the algebra of observables, a Hilbert space can be constructed and the observables
will be represented on it as linear operators in the Hilbert space (GNS representation).

• In turn, any Hilbert space that allows representing the algebra of observables as linear operators on it
is equivalent to a direct sum of GNS representations.

Physical quantities and observables Assume we have “physical quantities” Q. The concept is deliber-
ately vague to leave it as general as possible. Itshould be a number or set of numbers that are associated with
something we can measure directly or determine indirectly by a set of manipulations on an something we
call a physical system. For being able to establish logically consistent relations between physical quantities,
we want to map them into mathematical objects.

An algebra for the observables Let Q be the mathematical objects corresponding to the physical quan-
tities. We want to be able to perform basic algebraic operations with them: add them, multiply them, scale
them, in brief: they should be members of an “algebra” A:

1. A is a vector space

2. there is a multiplication: (P,Q)→ O =: PQ ∈ A

3. P(Q1 +Q2) = PQ1 +PQ2 for P,Q1,Q2 ∈ A

4. P(αQ) = α (PQ) for α ∈C

5. ∃1 ∈ A : 1Q = Q1= Q

We would need to come back later and see what “physical quantity” may correspond to Q+Q or QQ. How
can we map this back into Q+Q etc.? A few extra mathematical properties we want for our Q:

1. There should be a norm: we should be able to tell how “large” at most the quantity is and it should
be compatible with multiplicative structure of the algebra. This norm should have the properties
‖PQ‖ ≤ ‖P‖‖Q}, ‖1‖= 1
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2. There should be an adjoint element with all the properties of a hermitian conjugate

3. A should be complete: if a sequence of Qn “converges” (Cauchy series), the should be an element in
A such that the series converges to this element.

It is not obvious, whether these further assumptions are innocent or already imply deep postulates on the
physics we want to mirror in our mathematics. Note, however, that the “observables” of classical me-
chanics are simply functions on the phase space and have all those properties with the norm ‖F‖ = supx,p
mod F(x, p) |, if we restrict ourselves to bounded functions: after all, there is no single apparatus to mea-
sure infinitely large values. Note, that in this sense momentum p would not fit into the algebra, as it is
unbounded. However, momentum restriced to any finite range does fit. An algebra with these properties is
called C -algebra.

Spectrum of Q Any physical quantity Q can assume a set of values, which should be identical with the
spectrum of Q: Q, so to speak, is a general container for the possible values of the measurable quantity.

Let us remark that the spectrum σ(Q) of an element of the algebra can be defined just like for a linear
operator by looking at (Q− z)−1 for z ∈ C:

σ(Q) = C | {z ∈ C | ∃(Q− z)−1} (1.16)

The state of a system We call an element of the algebra positive, if its spectrum has strictly non-negative
values. A more fundamental definition of positivity is A > 0 : A = B∗B,B ∈ A. Using the definition of
“positive”, we can introduce a partial ordering in the algebra by The “state of a system” is a positive linear
functional f with f (1) = 1

• Linear: f (αA+β ) = α f (A)+β f (B), we want that . . . (we have it in classical mechanics).

• Positive: f (Q) ≥ 0 for Q > 0. Note the ≥ rather than >: the observable Q may well have spectral
values = 0 in certain places. If a state f0 only tests these places, the result f0(Q) = 0, although Q > 0.

A state f is a very general definition of what we expect of something that gives an “expectation value” f (Q)
for a physical quantity Q: linear, not negative if there are only positive values available, and = 1, if we only
measure that the system exists at all, without referring to any physical property (Q = 1).

Gelfand isomorphism Can be paraphrased as follows: “Any commuting C -algebra is equivalent to an
algebra of continuous functions from the character set of the algebra into the complex numbers. A character
of an abelian C -algebra is a homomorphism of the algebra into the complex numbers.

If you are not familiar with the concept of “character”, for simplicity, think of subset of the linear
operators on the Hilbert space and imagine a single character as a common eigenvector shared by all the
operators (bypassing also the question of possibly degenerate eigenvalues). For the algebra formed by the
polynomials of a single “normal” operator, a character can be associated with a given spectral value of
the operator. The character set is nothing newly introduced, no new condition on our algebra: given a
commuting C∗ algebra, we can give its character set. For defining “continuity” we need a topology. A weak
topology is used: a sequence of characters χn converges, if the sequence of real numbers χn(Q) converges
for each Q ∈ A.
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Illustration on the example of bounded linear operators Gelfand isomorphism is the correspondence
of what you know as “any set of commuting operators can be diagonalized simultaneously”. The statement
can be derived without any reference to a “Hilbert space” or ‘states on the Hilbert space”. It only uses
the precise definition of “character”. However, to develop a feeling for its meaning, in can be helpfull to
discuss a very simplified version for linear operators on a Hilbert space. Assume a commutative C∗ algebra
A of bounded linear operators on a Hilbert space. You have learnt that all operators of the algebra can
be “diagonalized” simultaneously. Assume for simplicity that all these operators have a strictly discrete
spectrum with eigenfunctions from the Hilbert space. Let {|i〉} denote the set of simultaneous eigenvectors
of all operators in the algebra. Assume for simplicity that we can choose the |i〉 orthonormal: 〈i| j〉 = δi j.
Then any operator A ∈ A can be written as

A = ∑
χi

|χi〉 fA(i) 〈χi|= ∑
χi

|χi〉 χi(A) 〈chii| (1.17)

The set shared eigenvectors {|i〉} defines the character set X = {χi} of this particular C∗ algebra:

χ(A) = 〈i| A |i〉 (1.18)

The fA(i) can be understood as mapping one particular character χi into the complex numbers.

States, measures, and integrals We can identify states with integration measures on the spectrum of an
element Q. What is an integral? It is a continuous (in the sense of some topology) linear map from a space
of functions f into the complex numbers. We write it as∫

χ∈X
dµ(χ) f (χ) (1.19)

where d(χ) is the integration “measure” on the set of χs.
What is a state? It is a (positive, continuous) linear map from the C∗ algebra into the complex numbers.
State ⇔ measure on the character set. To the extent that we can associate the character set with the

“spectrum” of the observable any measure on the character set is a measure on the spectrum.
Using again the analogy with a C∗ algebra of bounded linear operators: a state can be constructed using

a “density matrix” ρ by:
fρ(A) = TrρA (1.20)

In the simplest case of a pure state ρ = |Ψ〉 〈Ψ| (‖Ψ‖= 1)

fρ(a) = TrρA = ∑
i
| 〈Ψ| |i〉 |2 χi(A) =: ∑

χ∈X
µ(χ) fA(χ) (1.21)

The integration measure induced by fρ with ρ = |Ψ〉 〈Ψ| is just µ(χi) =| 〈Ψ| |i〉 |2. We are back to the
simplest quantum mechanical situation.

The structure of classical and quantum mechanics Postulate: Observables of a physical system are
described by hermitian Q = Q∗ elements of a C∗ algebra A and the state of a physical system is mapped into
a state on A. The possible measurement results for Q are the spectrum of Q and their probability distribution
in a state f is given by the measure d f , which is the probability measure induced by it on the spectrum of
Q.

In classical mechanics, all Q commute. In quantum mechanics, they do not commute. Here is the
fundamen- tal mathematical difference between the two theories.



16 CHAPTER 1. HILBERT SPACES

Where is the Hilbert space? C∗ algebras can always be represented as bounded operators on a Hilbert
space. “Represented”: what matters about the algebra is its addition and multiplication laws, and, as it is
C∗ also the conjugation operation. Let π : A → B(H) be a mapping that assigns a bounded operator on
the Hilbert space to each element of A : Q → π(Q). We call π a ∗ -homomorphism, if it preserves the C∗

algebraic properties. If we have a state f , we can use it to define a scalar product

〈Q|Q〉= f (Q∗Q) (1.22)

and with it turn the algebra into a Hilbert space. We can then use this Hilbert space to represent the algebra
on it. Let us call this Hilbert space H(A, f ). Note: f (Q∗Q) will not be a legitimate scalar product on the
complete algebra as in general there will be 0 = A ∈ A such that f (A∗A) = 0. This can be fixed, loosely
speaking, by removing those A from the space used for representing A. Using the concepts of quotient
algebra and left sided ideal this can be done as follows: first observe that the A ∈ N with f (A∗A) = 0 are a
left-sided ideal of the algebra:

f (A∗A) = 0⇒ f (A∗B∗BA) = 0∀B ∈ A (1.23)

To go into the quotient algebra

A/N = {[B] | B ∈ A}, [B] = {B+A | A ∈ N} (1.24)

The scalar product of quotient algebra is defined by

〈[B]|[B]〉= inf
A∈N

f ((B+A)∗ (B+A)) > 0 (1.25)

for [B] = [0]. Note that [0] = A|A ∈ N.

GNS representation (Gelfand, Naimark, Segal) Having constructed H(A, f ) we get a representation of the
algebra on that Hilbert space as follows. Let |q〉 ∈H(A, f ) be the vector in the Hilbert space that corresponds
to an element Q ∈ A. Let P be any element in A. Then PQ ∈ A with a corresponding |pq〉 ∈ H(A, f ). We
define the linear operator on H(A, f ) π f (P) : |q〉 → π f (P) |q〉= |pq〉.

A vector |c〉 from the a Hilbert space is called “cyclic” w.r.t. a representation π , if the vectors {π(Q) |c〉 |
π(Q) ∈ π(A)} are dense in the Hilbert space.

Irreducibility of a representation can be also phrased as: all vectors of the Hilbert space are cyclic. By
construction, the vector corresponding to |1〉 f in the GNS representation π f for state f representation is
cyclic.

Pure-state ⇔ GNS construction is irreducible. States form a convex space, i.e. if f1 and f2 are states,
then also f = α f1 +(1−α) f2,α ∈ [0,1] is a state. States that cannot be decomposed in this way are called
“pure”. Without discussing this further, we mention

• The density matrix corresponding to pure states has the form ρ = |Ψ〉 〈Ψ|

• The GNS representation πρ for a pure state ρ is irreducible.

Direct sum of representations Suppose there are two representations π1 and π2 of an algebra on two
Hilbert spaces, H1 and H2, respectively. With the direct sum of the Hilbert spaces

Ψ ∈ H1⊕H2 : Ψ = ψ1⊕ψ2;〈Ψ|Ψ〉= 〈ψ1|ψ1〉+ 〈ψ2|ψ2〉 (1.26)

the direct sum of the two representations is constructed by

Π(A)Ψ = π1(A)⊕π2(A) (1.27)
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Equivalence of any cyclic representation to GNS Clearly, two representations that are related by a uni-
tary transformation (“change of basis”) will be considered equivalent. If the transformation is between
two different Hilbert spaces, we must replace “unitary transformation” with “isomorphism”, i.e. a linear,
bijective, norm-conserving transformation:

H1 U−→H2 : ‖UΨ1‖2 = ‖Ψ1‖1 (1.28)

Two representations related by an isomorphism π2(A) = Uπ1(A)U−1 are called equivalent.
Theorem: Any representation of the C∗ algebra on a Hilbert space with a cyclic vector is equivalent to a

GNS representation. Sketch of the proof: Assume a specific representation π which has a cyclic vector |c〉.
Then we can define a state on the algebra by

fc(A) = 〈c| π(A) |c〉 . (1.29)

The GNS representation π fc is then equivalent to π . The map U between the two representations

|a〉= π(A) |c〉 U−→ |[A]〉 fc
(1.30)

is obviously isometric and invertible as 〈[A]|[A]〉 fc
= 0⇔ 〈a|a〉= 0.

Equivalence any representation to a sum of GNS From representation theory: “Any representation” of
a C∗ algebra (with unity) on a Hilbert space is the direct sum of of representations of with a cyclic vector.
Therefore: any representation of a C∗ algebra is equivalent to a direct sum of GNS representations.

Let the mathematical dust settle an try to see what we have done. Using only the algebra of observables
and one or several states, we have constructed one ore several Hilbert spaces. We can map the algebraic
structure onto linear operators on each of these Hilbert spaces. These are the GNS representations. If, in
turn, we more or less arbitrarily pick a Hilbert space and represent our algebra on it, this Hilbert space can
be put into a one-to-one relation to a sum of the GNS representations. It is equivalent to it. It is all in the C∗

algebra and the states. These states we introduced in the closest analogy to probability measures on phase
space. The Hilbert space representation pops out automatically.

What is new in quantum mechanics it non-commutativity. For handling this, the Hilbert space represen-
tation turned out to be a convenient - by many considered the best - mathematical environment. For classical
mechanics, working in the Hilbert space would be an overkill: we just need functions on the phase space.
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1.3 Spectral Theory



Chapter VII

Spectral theory for selfadjoint

operators

We denote the kernel or null space of a map a by N(a) and its range or image by R(a). As before,
D(a) denotes the domain of a. Also, a− z for z ∈ C denotes the operator a− z1.

VII.1 Resolvent and spectrum

The theory of the spectrum of a closed operator on a Hilbert space (which may be bounded or
unbounded) is a generalization of the theory of eigenvalues of a matrix. From linear algebra we
recall:

Proposition VII.1 Let a : Cn → Cn be a linear map. The a is injective iff it is surjective.

This follows from the fundamental fact that if a : V → W is a lnear map between vector spaces,
one has R(a) ∼= V/N(a). If V = W = Cn, one one count dimensions to infer that dim(R(a)) =
n − dim(N(a)). Surjectivity of a yields dim(R(a)) = n, hence dim(N(a)) = 0, hence N(a) = 0,
and vice versa.1 �

Corollary VII.2 Let a : C
n → C

n be a linear map. Then a − z is invertible (i.e., injective and
surjective) iff z is not an eigenvalue of a, i.e., if there exists no f ∈ Cn such that af = zf .

Defining the spectrum σ(a) of a : Cn → Cn as the set of eigenvalues of a and the resolvent

ρ(a) as the set of all z ∈ C for which a− z is invertible, we therefore have

σ(a) = C\ρ(a). (VII.1)

If z ∈ ρ(a), the equation (a − z)f = g for the unknown f ∈ Cn has a unique solution for any g;
existence follows from the surjectivity of a− z, whereas uniqueness follows from its injectivity (if
a− z fails to be injective then any element of its kernel can be added to a given solution).

Now, if a is an operator on an infinite-dimensional Hilbert space, it may not have any eigen-
values, even when it is bounded and self-adjoint. For example, if a(x) = exp(−x2) the associated
multiplication operator a : L2(R) → L2(R) is bounded and self-adjoint, but it has no eigenvalues at
all: the equation af = λf for eigenvectors is exp(−x2)f(x) = λf(x) for (almost) all x ∈ R, which
holds only if f is nonzero at a single point. But in that case f = 0 as an element of L2. However,
the situation is not hopeless. More generally, let any a ∈ Cb(R), interpreted as a multiplication

1In general, this proposition yields the very simplest case of the Atiyah–Singer index theorem, for which these
authors received the Abel Prize in 2004. We define the index of a linear map a : V → W as index(a) :=
dim(ker(a)) − dim(coker(a)), where ker(a) = N(a) and coker(a) := W/R(a), provided both quantities are finite. If
V and W are finite-dimensional, Proposition VII.1 yields index(a) = dim(V ) − dim(W ); in particular, if V = W
then index(a) = 0 for any linear map a. In general, the index theorem expresses the index of an operator in terms
of topological data; in this simple case the only such data are the dimensions of V and W .

41
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operator a : L2(R) → L2(R). If x0 ∈ R one may find approximate eigenvectors of a in the following
sense: take

fn(x) := (n/π)1/4e−n(x−x0)
2/2. (VII.2)

Then ‖fn‖ = 1 and limn→∞(a(x) − a(x0))fn = 0, although the sequence fn itself has no limit in
L2(R). Thus we may call λ = a(x0) something like a generalized eigenvalue of a for any x0 ∈ R,
and define the spectrum accordingly: let a : D(a) → H be a (possibly unbounded) operator on a
Hilbert space. We say that λ ∈ σ(a) when there exists a sequence (fn) in D(a) for which ‖fn‖ = 1
and

lim
n→∞

(a− λ)fn = 0. (VII.3)

Of course, when λ is an eigenvalue of a with eigenvector f , we may take fn = f for all n.

However, this is not the official definition of the spectrum, which is as follows.

Definition VII.3 Let a : D(a) → H be a (possibly unbounded) operator on a Hilbert space. The
resolvent ρ(a) is the set of all z ∈ C for which a− z : D(a) → H is injective and surjective (i.e.,
invertible). The spectrum σ(a) of a is defined by σ(a) := C\ρ(a).

Hence the property (VII.1) has been turned into a definition! We will prove the equivalence
of this definition of the spectrum with the definition above later on. In the example just given,
one has σ(a) = a(R) if the right domain of a is used, namely (III.17). Thus the spectrum can
be nonempty even if there aren’t any eigenvalues. The subsequent theory shows that these are
precisely the right definitons for spectral theory.

The following result explains the role of closedness.2

Proposition VII.4 If an operator a : D(a) → R(a) = H has an inverse, then a−1 is bounded iff
a is closed.

The proof consists of two steps. First, one has that a : D(a) → R(a) is closed iff a−1 is closed.
To prove “⇒”, assume gn → g and a−1gn → f . Call fn := a−1gn; then afn = gn → g, so if a
is closed then by definition f ∈ D(a) and afn → af , so af = g, hence f = a−1g, which means
a−1gn → a−1g. In particular, g ∈ R(a) = D(a−1), and it follows that a−1 is closed. The proof of
“⇐” is the same, with a and a−1 interchanged. Geometrically, the graph of a−1 is just the image
of the graph of a in H ⊕ H under the map (f, g) 7→ (g, f), hence if one is closed then so is the
other.

Secondly, if R(a) = H , then D(a) = H , hence a−1 is bounded by the closed graph theorem
(Theorem VI.5). �

Returning to the equation (a − z)f = g, it now follows that when z ∈ ρ(a), the solution
f depends continuously on the initial data g iff a is closed. To avoid pathologies, we therefore
assume that a is closed in what follows. Furthermore, as we shall see, practically every argument
below breaks down when (a−z)−1 is unbounded. This also explains why as far as spectral theory is
concerned there isn’t much difference between bounded operators and closed unbounded operators:
in both cases (a− z)−1 is bounded for z ∈ ρ(a).

As an exercise, one easily shows:

Proposition VII.5 Let a be a closed operator.

1. ρ(a) is open (and hence σ(a) is closed) in C.

2. ρ(a∗) = ρ(a); σ(a∗) = σ(a).

For unbounded operators the spectrum can (literally) be any subset of C, including the empty
set.

2Some books define the resolvent of a as the set of those z ∈ C for which (a − z) is invertible and has bounded
inverse. In that case, the resolvent is empty when a is not closed.
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VII.2 The spectrum of self-adjoint operators

For a general closed operator a, we may decompose the spectrum as

σ(a) = σd(a) ∪ σc(a), (VII.4)

where the discrete spectrum σd(a) consists of all eigenvalues of a, and the continuous spec-

trum σc(a) is the remainder of σ(a). Recall that eigenvalues lie in σ(a), for if (a−λ)f = 0 for some
nonzero f then a−λ cannot be injective. The spectrum of self-adjoint operators has a particularly
transparent structure.

Theorem VII.6 Let a be a self-adjoint operator (i.e., a∗ = a), and let z ∈ C. Then one of the
following possibilities occurs:

1. R(a− z) = H iff z ∈ ρ(a);

2. R(a− z)− = H but R(a− z) 6= H iff z ∈ σc(a);

3. R(a− z)− 6= H iff z ∈ σd(a).

The key to the proof is a very simple result.

Lemma VII.7 If a is closable (equivalently, if D(a∗) is dense), then R(a − z)− = N(a∗ − z)⊥

and N(a∗ − z) = R(a− z)⊥.

Note that the kernel of a closed operator (in this case a∗ − z) is automatically closed. Easy
calculations using the definition of a∗ yield the inclusions R(a− z)⊥ ⊂ N(a∗ − z) and R(a− z) ⊂
N(a∗ − z)⊥. Since K⊥⊥ = K− for any linear subspace K of a Hilbert space, and K ⊂ L implies
L⊥ ⊂ K⊥, the claim follows. �

We first prove Theorem VII.6 for z ∈ R. If R(a− z)− 6= H , then N(a− z) = R(a− z)⊥ 6= 0, so
(a− λ)f = 0 has a nonzero solution and λ ∈ σd(a). The converse implication has the same proof.
If R(a − z)− = H , then N(a − z) = 0 and a − z is injective. Now if R(a − z) = H then a − z
is surjective as well, and z ∈ ρ(a). The converse is trivial given the definition of the resolvent. If
R(a − z) 6= H , then z ∈ σc(a) by definition of the continuous spectrum. Conversely, if z ∈ σc(a)
then z /∈ σd(a) and z /∈ ρ(a), so that R(a − z) = H and R(a − z)− 6= H are exlcuded by the
previous ‘iff’ results for ρ(a) and σd(a). Hence R(a− z)− = H but R(a− z) 6= H .

To prove Theorem VII.6 for z ∈ C\R, we first note that eigenvalues of self-adjoint operators
must be real; this is immediate since if a∗ = a then (f, af) = (af, f) = (f, af), so if f is an
eigenvector with eigenvector λ it follows that λ = λ. In fact, we will prove that if z ∈ C\R, then
also z ∈ ρc(a) is impossible, so that z ∈ ρ(a). To see this we need some lemma’s.

Lemma VII.8 Let a be symmetric. Then ‖(a− z)f‖ ≥ |Im (z)|‖f‖.

Reading Cauchy–Schwarz in the wrong order, we obtain

‖(a− z)f‖‖f‖ ≥ |(f, (a− z)f)| = |(r − iIm (z))‖f‖2| ≥ |Im (z)|‖f‖2.

Here we used the fact that r := (f, af) − Re (z) is a real number by virtue of the symmetry of
a. �

Hence z ∈ C\R implies N(a − z) = 0. Combining this with Lemma VII.7, we infer that
R(a− z)− = N(a− z)⊥ = H . To infer that actually R(a− z) = H we need yet another lemma.

Lemma VII.9 Let a be any densely defined operator. If ‖af‖ ≥ C‖f‖ for some C > 0 and all
f ∈ D(a), then a is injective and a−1 : R(a) → D(a) is bounded with bound ‖a−1‖ ≤ C−1.
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Injectivity is trivial, for af = 0 cannot have any nonzero solutions given the bound; a linear map
a is injective when af = 0 implies f = 0. For the second claim, note that

‖a−1‖ = sup{‖a−1g‖, g ∈ D(a−1) = R(a), ‖g‖ = 1} =

sup

{
∥

∥

∥

∥

a−1 af

‖af‖

∥

∥

∥

∥

, f ∈ D(a), f 6= 0

}

= sup

{
∥

∥

∥

∥

f

‖af‖

∥

∥

∥

∥

, f ∈ D(a), f 6= 0

}

.

This yields the claim. �

Combining this with Lemma VII.8, we see that z ∈ C\R implies (a − z)−1 : D((a − z)−1) →
D(a− z) = D(a) is bounded, where D((a− z)−1) = R(a− z). To infer that in fact R(a− z) = H ,
we use:

Lemma VII.10 If b is closed and injective, then b−1 : R(b) → D(b) is closed.

See the proof of Proposition VII.4. �

Lemma VII.11 If b is closed and bounded, then D(b) is closed.

This is immediate from the definition of closedness. �

Taking b = (a − z)−1, we find that D((a − z)−1) is closed. Since we know that R(a − z)− = H ,
we conclude that R(a − z) = H . The same is true for z. Hence by Lemma VII.7, N(a − z) =
R(a− z)⊥ = H⊥ = 0 and a− z is injective. With a− z already known to be surjective, z ∈ ρ(a).

The proof of the converse implications is the same as for z ∈ R, and we have finished the proof
of Theorem VII.6. �

Using similar arguments, one can prove

Theorem VII.12 Let a be a symmetric operator. Then the following properties are equivalent:

1. a∗ = a, i.e., a is self-adjoint;

2. a is closed and N(a∗ ± i) = 0;

3. R(a± i) = H;

4. R(a− z) = H for all z ∈ C\R;

5. σ(a) ⊂ R.

Similarly, the following properties are equivalent:

1. a∗ = a∗∗, i.e., a is essentially self-adjoint;

2. N(a∗ ± i) = 0;

3. R(a± i)− = H;

4. R(a− z)− = H for all z ∈ C\R;

5. σ(a−) ⊂ R.

The second half of the theorem easily follows from the first, on which we will therefore concentrate.
The implications 1 ⇒ 2, 1 ⇒ 4, 1 ⇒ 5 and 2 ⇒ 3 are immediate either from Theorem VII.6 or
from its proof. The implications 4 ⇒ 3 and 5 ⇒ 4 are trivial. Thus it only remains to prove 3 ⇒ 1.

To do so, assume R(a ± i) = H . For given f ∈ D(a∗) there must then be a g ∈ H such
that (a∗ − i)f = (a − i)g. Since a is symmetric, we have D(a) ⊂ D(a∗), so f − g ∈ D(a∗), and
(a∗ − i)(f − g) = 0. But N(a∗ − i) = R(a + i)⊥ by Lemma VII.7, so N(a∗ − i) = 0. Hence
f = g, and in particular f ∈ D(a) and hence D(a∗) ⊂ D(a). Since we already know the opposite
inclusion, we have D(a∗) = D(a). Given symmetry, this implies a∗ = a. �
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Corollary VII.13 Let a∗ = a. The σ(a) ⊂ R. In other words, the spectrum of a self-adjoint
operator is real.

As an illustration of Theorem VII.12, one can directly show:

Proposition VII.14 Let a ∈ C(Ω) define a real-valued multiplication operator on

D(a) = {f ∈ L2(Ω) | af ∈ L2(Ω)} ⊂ H = L2(Ω),

so that a∗ = a (cf. Proposition VI.8.) Then the operator a is injective iff a(x) 6= 0 for all x ∈ Ω,
and surjective iff there exists ε > 0 so that |a(x)| ≥ ε for all x ∈ Ω; in that case a is injective and
has bounded inverse. Consequently, σ(a) = a(Ω)−, with a(Ω) := {a(x), x ∈ Ω}.

Finally, we justify our earlier heuristic definition of the spectrum; the thrust of the theorem
lies in its characterization of the continuous spectrum, of course.

Theorem VII.15 Let a be self-adjoint. Then λ ∈ σ(a) iff there exists a sequence (fn) in D(a)
with ‖fn‖ = 1 for all n such that limn(a− λ)fn = 0.

Suppose λ ∈ σ(a). If λ ∈ σd(a) we are ready, taking fn = f for all n. If λ ∈ σc(a), then
R(a− λ)− = H but R(a−λ) 6= H by Theorem VII.6. Now a is self-adjoint, hence a and a− λ are
closed, so that also (a−λ)−1 is closed by Lemma VII.10. Hence (a−λ)−1 : R(a−λ) → H must be a a
densely defined unbounded operator by Lemma VII.11, for if it were bounded then its domain would
be closed, which D((a− λ)−1) = R(a− λ) is not, as we have just shown. Thus there is a sequence
gn in D((a− λ)−1) with norm 1 and ‖(a− λ)−1gn‖ → ∞. Then fn := (a− λ)−1gn/‖(a− λ)

−1gn‖
has the desired property.

Conversely, if λ ∈ ρ(a) then (a− λ)−1 is bounded, hence (a− λ)fn → 0 implies fn → 0, so the
sequence (fn) cannot exist, and λ ∈ σ(a) by reductio ad absurdum. �

VII.3 Application to quantum mechanics

The theory of self-adjoint operators has many applications, for example to the theory of boundary
value problems for linear partial differential equations. In these notes we focus on applications to
quantum mechanics.

In Chapter V we initially assumed that observables in quantum mechanics are mathematically
represented by bounded self-adjoint operators, i.e. linear maps a : B(H) → B(H) such that
‖a‖ <∞ and a∗ = a. As already mentioned at the end of that chapter, however, this model is too
limited. For example, in physics textbooks you will find the position and momentum operators

q̂i = xi

p̂i = −i~
∂

∂xi
. (VII.5)

Here ~ ∈ R+ is a constant of nature, called Planck’s constant, and i = 1, 2, 3. These operators
are allegedly defined on H = L2(R3), but we know from the previous chapter that at least q̂i is
unbounded. It is a multiplication operator of the form aψ(x) = âψ(x) with â ∈ C(R3), in this
case â(x) = xi. As we have seen, a is bounded iff ‖â‖∞ <∞, and this clearly not the case for xi.
Hence the position operator is unbounded. It follows from Proposition VI.8 that q̂i is self-adjoint
on the domain

D(q̂i) = {ψ ∈ L2(R3) | xiψ ∈ L2(R3)}, (VII.6)

where xiψ is shorthand for the function x 7→ xiψ(x).
Although we have not had the opportunity to develop the necessary machinery, the story of

the momentum operator p̂i is similar. If we denote the Fourier transform of ψ ∈ L2(R3) by ψ̂, and
call its argument k = (k1, k2, k3) ∈ R3, we can write

ψ̂(k) =

∫

R3

d3xψ(x)e−ikx, (VII.7)

where kx = x1k1 + x2k2 + x3k3. This inproper integral is defined as follows.
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1.4 More on Hilbert Spaces



Basic Facts About Hilbert Space

The term Euclidean space refers to a finite dimensional linear space with an inner product.
A Euclidean space is always complete by virtue of the fact that it is finite dimensional (and
we are taking the scalars here to be the reals which have been constructed to be complete).
An infinite dimensional inner product space which is complete for the norm induced by the
inner product is called a Hilbert space. A Hilbert space is in many ways like a Euclidean
space (which is why finite dimensional intuituition often works in the infinite dimensional
Hilbert space setting) but there are some ways in which the infinite dimensionality leads to
subtle differences we need to be aware of.

Subspaces
A subset M of Hilbert space H is a subspace of it is closed under the operation of forming
linear combinations; i.e., for all x and y in M, C1x � C2y belongs to M for all scalars C1,C2.
The subspace M is said to be closed if it contains all its limit points; i.e., every sequence of
elements of M that is Cauchy for the H-norm, converges to an element of M. In a Euclidean
space every subspace is closed but in a Hilbert space this is not the case.

Examples-

(a) If U is a bounded open set in Rn then H � H0(U) is a Hilbert space containing M � C(U)
as a subspace. It is easy to find a sequence of functions in M that is Cauchy for the H norm
but the sequence converges to a function in H that is discontinuous and hence not in M.
This proves that M is not closed in H.

(b) Every finite dimensional subspace of a Hilbert space H is closed. For example, if M
denotes the span of finitely many elements x1, ... .xN in H, then the set M of all possible
linear combinations of these elements is finite dimensional (of dimension N), hence it is
closed in H.

(c) Let M denote a subspace of Hilbert space H and let M� denote the orthogonal
complement of M.

M� � �x � H : �x,y�H � 0,�y � M�

Then M� is easily seen to be a subspace and it is closed, whether or not M itself is closed.

To see this, suppose �xn� is a Cauchy sequence in M� converging to limit x in H. For
arbitrary y in M,

�x,y�H � �x � xn,y�H � �xn,y�H � �x � xn,y�H � 0 � 0, as n tends to infinity.

Then the limit point x is orthogonal to every y in M which is to say, x is in M�, and M� is

closed.

Lemma 1- Let M denote a subspace of Hilbert space H. Then �M��� � M� .
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If M is a subspace of H that is not closed, then M is contained in a closed subspace M� of H,
consisting of M together with all its limit points. M� is called the closure of M and M is said to
be dense in M� . This means that for every x in M� there is a sequence of elements of M that
converge to x in the norm of H. Equivalently, to say M is dense in M� means that for every x
in M� and every � � 0, there is a y in M such that �x � y�H � �.

Lemma 2 A subspace M of Hilbert space H is dense in H if and only if M� � �0�.

A Hilbert space H is said to be separable if H contains a countable dense subset {hn}. In
this case, for every x in H and every � � 0 there exists an integer N� and scalars {an} such
that

x ��
n�1
N
anhn

H
� � for N � N�

If H is a separable Hilbert space, then the Gram-Schmidt procedure can be used to
construct an orthonormal basis for H out of a countable dense subset. An orthonormal
basis for H is a set of mutually orthogonal unit vectors, ��n� in H with the following property:

1) For f � H, (�n, f�H � 0 for every n if and only if f � 0

When the orthonormal set ��n� has property 1, then it is said to be dense or complete in
H. Of course, not every orthonormal set in H is complete. Other equivalent ways of
characterizing completeness for orthonormal sets can be stated as follows:

2) For all f in H and every � � 0, there exists an integer N�such that

f ��
n�1
N �f,�n�H�n

H
� � for N � N�

3) For every f in H, �
n�1
�
fn
2 � �f�H2 where fn � �f,�n�H

In a Euclidean space, E, where all subspaces M are closed, it is a fact that for each y in E
there is a unique z in M such that �y � z� is minimal. This element z, which is just the
orthogonal projection of y onto M, is the ”best approximation to y from within M”. In an
infinite dimensional Hilbert space, a similar result is true for closed subspaces but for
subspaces that are not closed there may fail to be a ”best” approximation in M.

Hilbert Space Projection Theorem Let M be a closed subspace of Hilbert space H and
let y in H be given. Then

(i) there exists a unique xy in M such that �y � xy�H � �y � z�H for all z in M
(xy is the unique point of M that is closest to y, the best approximation in M to y )

(ii) �y � xy, z�H � 0 for all z in M; i.e., y � xy � M
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(iii) every y in H can be uniquely expressed as y � xy � zy where
Py � xy � M, Qy � zy � M�

and �y�H2 � �Py�H2 � �Qy�H2 i.e., H � M � M�.

The proof of this result will be given later.

Linear Functionals and Bilinear Forms

A real valued function defined on H, is said to be a functional on H. The functional, L, is
said to be:

(a) Linear if, for all x and y in H, L�C1x � C2y� � C1Lx � C2Ly, for all scalars C1,C2.

(b) Bounded if there exists a constant C such that |Lx| � C�x�H for all x in H

(c) Continuous if �xn � x�H � 0 implies that |Lxn � Lx| � 0

It is not difficult to show that the only example of a linear functional on a Euclidean space E
is Lx � �x, z�E for some z in E, fixed. For example, if F is a linear functional on E, then for
arbitrary x in E,

F�x� � F �
i�1
n
x i��i � �

i�1
n
x iF���i� � �

i�1
n
x iF i � �x, zF�E � x�zF

where �e i� denotes the standard basis in E and z�F denotes the n-tuple whose i-th
component is Fi � F���i�. This displays the isomorphism between functionals F and
elements, zF, in E. This isomorphism also exists in an abstract Hilbert space.

Riesz Representation Theorem For every continuous linear functional f on Hilbert
space H there exists a unique element zf in H such that f�x� � �x, zf�H for all x in H.

Proof- Let N f � �x � H : f�x� � 0�.Then N f is easily seen to be a closed subspace of H. If
N f � H then zf � 0 and we are done. If N f � H then H � N f � N f� by the Hilbert space
projection theorem. Since N f is not all of H, N f

� must contain nonzero vectors, and we
denote by z0 an element of N f

� such that �z0�H � 1. Then for any x in H,

w � f�x�z0 � f�z0�x

belongs to N f hence w � z0. But in that case,

�f�x�z0 � f�z0�x, z0�H � f�x��z0, z0�H � f�z0��x, z0�H � 0.

This leads to, f�x� � f�z0��x, z0�H � �x, f�z0�z0�H which is to say zf � f�z0�z0.
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To see that zf is unique, suppose that f�x� � �zf,x�H � �wf,x�H for all x in H. Subtracting
leads to the result that �zf � wf,x�H � 0 for all x in H. In particular, choosing
x � zf � wf leads to ��zf � wf�H � 0. �

A real valued function a�x,y� defined on H � H is said to be:

(a) Bilinear if, for all x1,x2,y1,y2 � H and all scalars C1,C2

a�C1x1 � C2x2,y1� � C1a�x1,y1� � C2a�x2,y1�

a�x1,C1y1 � C2y2� � C1a�x1,y1� � C2a�x2,y1�

(b) Bounded if there exists a constant b � 0 such that,

|a�x,y�| � b�x�H�y�H for all x,y in H

(c) Continuous if xn � x, and yn � y in H, implies a�xn,yn� � a�x,y� in R

(d) Symmetric if a�x,y� � a�y,x� for all x,y in H

(e) Positive or coercive if there exists a C � 0 such that

a�x,x� � C�x�H2 for all x in H

It is not hard to show that for both linear functionals and bilinear forms, boundedness is
equivalent to continuity. If a(x,y) is a bilinear form on H � H, and F(x) is a linear functional
on H, then ��x� � a�x,x�/2 � F�x� � Const is called a quadratic functional on H. In a
Euclidean space a quadratic functional has a unique extreme point located at the point
where the gradient of the functional vanishes. This result generalizes to the infinite
dimensional situation.

Lemma 3 Suppose a�x,y� is a positive, bounded and symmetric bilinear form on Hilbert
space H, and F(x) is a bounded linear functional on H. Consider the following problems

(a) minimize ��x� � a�x,x�/2 � F�x� � Const over H

(b) find x in H satisfying a�x,y� � F�y� for all y in H.

Then

i) x in H solves (a) if and only if x solves (b)

ii) there is at most on x in H solving (a) and (b)
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iii) there is at least one x in H solving (a) and (b)

Proof- For t in R and x,y fixed in H, let f�t� � ��x � ty� . Then f(t) is a real valued function of
the real variable t and it follows from the symmetry of a�x,y� that

f�t� � t2/2 a�y,y� � t�a�x,y� � F�y���1/2 a�x,x� � F�x� � Const
and

f��t� � t a�y,y� � �a�x,y� � F�y��

It follows that ��x� has a global minimum at x in H if and only if f�t� has a global minimum at
t � 0; i.e.,

��x � ty� � ��x� � tf��0� � t2/2 a�x,x� � ��x�, �t � R and �y � H

if and only if

f��0� � a�x,y� � F�y� � 0. �y � H.

This establishes the equivalence of (a) and (b).

To show that ��x� has at most one minimum in H, suppose

a�x1,y� � F�y� and a�x2,y� � F�y� for all y in H.

Then a�x1,y� � a�x2,y� � a�x1 � x2,y� � 0 for all y in H. In particular, for y � x1 � x2

0 � a�x1 � x2,x1 � x2� � C�x1 � x2�H2 ; i.e., x1 � x2

To show that ��x� has at least one minimum in H, let � � infx�H��x�. Now

��x� � 1/2 a�x,x� � F�x� � 1/2 C�x�H2 � b�x�H

and it is evident that ��x� tends to infinity as �x�H tends to infinity. This means� � �	 (i.e.,” the parabola opens upward rather than downward”). Moreover since � is an
infimum, there exists a sequence xn in H such that ��xn� � � as n tends to infinity. Note
that

2�a�xn,xn� � a�xm,xm��� a�xn � xm,xn � xm� � a�xm � xn,xm � xn�

which leads to the result,

��xm� � ��xn� � 1/4 a�xm � xn,xm � xn� � 2 ���xm � xn�/2�� 1/4C�xm � xn�H2 � 2�.
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But ��xm� � ��xn� tends to 2� as n tends to infinity and in view of the previous line, the
minimizing sequence �xn� must be a Cauchy sequence with limit x in the Hilbert space H.
Finally, since ��x� is continuous, ��xn� � ��x� � �.�

Applications of the lemma-

(i) This lemma can now be used to prove the Hilbert space projection theorem.

For M a closed subspace in H and for y a fixed but arbitrary element in H, note that

�x � y�H2 � �x � y,x � y�H � �x�H2 � 2�x,y�H � �y�H2 for all x in M.

Since M is closed in H, it follows that M is itself a Hilbert space for the norm and inner
product inherited from H.

Define

a�z,x� � �z,x�H for x and z in M,

F�z� � �y, z�H for z in M,

and ��z� � 1/2 a�z, z� � F�z� � 1/2�y�H2 for z in M

Clearly a�z,x� is a positive, bounded and symmetric bilinear form on M, F is a bounded
linear functional on M. Then it follows from the lemma that there exists a unique element
xy � M which minimizes ��z� over M. It follows also form the equivalence of problems (a)
and (b) that xy satisfies a(xy,z) � F(z), for all z in M; i.e., �xy, z�H � �y, z�H for all z in M. But
this is just the assertion that �xy � y, z�H � 0 for all z in M, that is, xy � y � M. Finally, for y
in H, fixed, let the unique element xy in M be denoted by Py � xy � M. Then

y � Py � M, and z � y � Py � M�.

To see that this decomposition of elements of H is unique, suppose

y � xy � z, xy � M, z � M�,

and y � Xy � Z, Xy � M, Z � M�,

Then

xy � z � Xy � Z, and xy � Xy � Z � z.

But xy � Xy � M, Z � z � M�, M 
 M� � �0�,
and it follows that xy � Xy � Z � z � 0.�

(ii) Recall that for U open and bounded in Rn, H0
1�U� � M, is a closed subspace of

H1�U� � H. Then by the projection theorem, every y in H can be uniquely expressed as a
sum, y � xy � z, with xy � M, and z � M�. To characterize the subspace M�, choose
arbitrary � � C0��U� and � � C��U� and write

��,��H � �
U
��� � �� 	 ���dx � �

U
��� � �2��dx � ��U ��N�dS

� ��,� � �2��0 � 0. (Recall that �u,v�0 denotes the H0(U) inner product).
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Now suppose � � C��U� 
 M�. Then ��,��H � 0, for all � � C0��U�,and since C0��U� is
dense in M, �u,��H � 0, for all u in M. That is, �u,� � �2��0 � 0 for all u in M. But this
implies that � � C��U� 
 M� satisfies � � �2� � 0, in H0�U�. Then, since C��U� is dense in
H � H1�U� (cf. Theorem 2 pg 250 in the text) it follows that

M� � �z � H : z � �2z � H0�U�, and z � �2z � 0 �

The lemma requires that the bilinear form a�x,y� be symmetric. For application to existence
theorems for partial differential equations, this is an unacceptable restriction. Fortunately,
the most important part of the result remains true even when the form is not symmetric.

For A an n by n, not necessarily symmetric, but positive definite matrix, consider the
problem Ax � f. For any n by n matrix dimNA � dimNA� , and for A positive definite,
dimNA � 0,which is to say that the solution of Ax � f is unique if it exists. Since
Rn � RA � NA� , it follows that Rn � R, which is to say, a solution for Ax � f exists for every f
in Rn. The situation in an abstract Hilbert space H is very close to this.

Lax-Milgram Lemma- Suppose a(u,v) is a positive and bounded bilinear form on Hilbert
space H; i.e.,

|a�u,v�| � ��u�H�v�H �u,v � H
and

a�u,u� � ��u�H2 �u � H.

Suppose also that F�v� is a bounded linear functional on H. Then there exists a unique U in
H such that

a�U,v� � F�v� �v � H.

Proof- For each fixed u in H, the mapping v 
 a�u,v� is a bounded linear functional on H. It
follows that there exists a unique zu � H such that

a�u,v� � �zu,v�H �v � H.

Let Au � zu; i.e., a�u,v� � �Au,v�H �u � H. Clearly A is a linear mapping of H into H, and
since

�Au�H2 � |�Au,Au�H | � |a�u,Au�| � ��u�H�Au�H

it is evident that A is also bounded. Note further, that

��u�H2 � a�u,u� � �Au,u�H � �Au�H�u�H

i.e., ��u�H � �Au�H �u � H.

7



This estimate implies that A is one-to one and that RA, the range of A, is closed in H.

Finally, we will show that RA � H. Since the range is closed, we can use the projection
theorem to write, H � RA � RA� . If u � RA� , then

0 � �Au,u�H � a�u,u� � ��u�H2 ; i.e., RA
� � �0�.

Since F�v� is a bounded linear functional on H, it follows from the Riesz theorem that there
is a unique zF � H such that F�v� � �zF,v�H for all v in H. Then the equation
a�u,v� � F�v� can be expressed as

�Au,v�H � �zF,v�H �v � H; i.e., Au � zF.

But A has been seen to be one-to-one and onto and it follows that there exists a unique
U � H such that AU � zF.�

Convergence
In RN convergence of xn to x means

�xn � x�RN � �
i�1
N ��xn � x� 	 e i�2 1/2 � 0 as n � 	.

Here e i denotes the i-th vector in the standard basis.This is equivalent to,

�xn � x� 	 e i � 0 as n � 	, for i � 1, ...,N,

and to �xn � x� 	 z � 0 as n � 	, for every z � RN

In an infinite dimensional Hilbert space H, convergence of xn to x means �xn � x�H � 0 as
n � 	. This is called strong convergence in H and it implies that

�xn � x,v�H � 0 as n � 	 �v � H.

This last mode of convergence is referred to as weak convergence and, in a general
Hilbert space, weak convergence does not imply strong convergence. Thus while there is
no distinction between weak and strong convergence in a finite dimensional space, the two
notions of convergence are not the same in a space of infinite dimensions.

In RN, a sequence �xn� is said to be bounded if there is a constant M such that |xn | � M for
all n. Then the Bolzano-Weierstrass theorem asserts that every bounded sequence �xn�
contains a convergent subsequence. To see why this is true, note that �xn 	 e1� is a
bounded sequence of real numbers and hence contains a subsequence �xn,1 	 e1� that is
convergent. Similarly, �xn,1 	 e2� is also a bounded sequence of real numbers and thus
contains a subsequence �xn,2 	 e2� that is convergent. Proceeding in this way, we can
generate a sequence of subsequences, �xn,k� � �xn� such that �xn,k 	 e j� is convergent for
j � k. Then the diagonal sequence �xn,n� is such that �xn,n 	 ej� is convergent for
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1 � j � N, which is to say, �xn,n� is convergent.

The analogue of this result in a Hilbert space is the following.

Lemma 4- Every bounded sequence in a separable Hilbert space contains a subsequence
that is weakly convergent.

Proof- Suppose that �xn� � M for all n and let ��j� denote a complete orthonormal family
in H. Proceeding as we did in RN, let �xn,k� � �xn� denote a subsequence such that
��xn,k,�j�H� is convergent (in R) for j � k. Then for each j, �xn,j,�j�H converges to a real
limit aj as n tends to infinity. It follows that the diagonal subsequence �xn,n� is such that
�xn,n,�j�H converges to aj for j � 1. Now define

F�v� � Limn �xn,n,v�H for v in H.

Then |F�v�| � |limn�xn,n,v�H | � M�v�H

from which it follows that F is a continuous linear functional on H. By the Riesz theorem,
there exists an element, zF in H such that F�v� � �zF,v�H for all v in H.

But F�v� � F �
i
�v,�i�H�i � limn�xn,n,� i

�v,�i�H�i�H

� �
i
limn�xn,n,�i�H�v,�i�H � �

i
ai�v,�i�H ;

That is, F�v� � �zF,v�H � �
i
ai�v,�i�H for all v in H. Then by the

Parseval-Plancherel identity, it follows that

zF � �
i
ai�i

and

�xn,n,v�H � �zF,v�H for all v in H.�

We should point out that a sequence �xn� is H is said to be strongly bounded if there is an
M such that ||xn ||H � M for all n, and it is said to be weakly bounded if |�xn,v�H | � M for all
n and all v in H. These two notions of boundedness coincide in a Hilbert space so it is
sufficient to use the term bounded for either case.

Lemma 5- A sequence in a Hilbert space is weakly bounded if and only if it is strongly
bounded.

9
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Definition 37 Two Hilbert spaces H1 and H2 are said to be isomorphic if

there is a unitary linear transformation U from H1 onto H2.

Definition 38 Let H1 and H2 be Hilbert spaces. The direct sum H1 ⊕H2 of

Hilbert spaces H1 and H2 is the set of ordered pairs z = (x, y) with x ∈ H1 and

y ∈ H2 with inner product

(z1, z2)H1⊕H2
= (x1, x2)H1

+ (y1, y2)H2
(5.62)

6 Examples of Hilbert Spaces

1. Finite Dimensional Vectors. C
N is the space of N -tuples x = (x1, . . . , xN )

of complex numbers. It is a Hilbert space with the inner product

(x, y) =
N∑

n=1

x∗nyn . (6.63)

2. Square Summable Sequences of Complex Numbers. l2 is the space
of sequences of complex numbers x = {xn}

∞
n=1

such that

∞∑
n=1

|xn|
2 < ∞ . (6.64)

It is a Hilbert space with the inner product

(x, y) =
∞∑

n=1

x∗nyn . (6.65)

3. Square Integrable Functions on R. L2(R) is the space of complex
valued functions such that ∫

R

|f(x)|2 dx < ∞ . (6.66)

It is a Hilbert space with the inner product

(f, g) =

∫
R

f∗(x)g(x) dx (6.67)

4. Square Integrable Functions on R
n. Let Ω be an open set in R

n (in
particular, Ω can be the whole R

n). The space L2(Ω) is the set of complex
valued functions such that ∫

Ω

|f(x)|2dx < ∞ , (6.68)

where x = (x1, . . . , xn) ∈ Ω and dx = dx1 · · · dxn. It is a Hilbert space with the
inner product

(f, g) =

∫
Ω

f∗(x)g(x) dx (6.69)
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5. Square Integrable Vector Valued Functions. Let Ω be an open set in
R

n (in particular, Ω can be the whole R
n) and V be a finite-dimensional vector

space. The space L2(V, Ω) is the set of vector valued functions f = (f1, . . . , fN )
on Ω such that

N∑
i=1

∫
Ω

|fi(x)|2dx < ∞ . (6.70)

It is a Hilbert space with the inner product

(f, g) =

N∑
i=1

∫
Ω

f∗i (x)gi(x) dx (6.71)

6. Sobolev Spaces. Let Ω be an open set in R
n (in particular, Ω can be

the whole R
n) and V a finite-dimensional complex vector space. Let Cm(V,Ω)

be the space of complex vector valued functions that have partial derivatives of
all orders less or equal to m. Let α = (α1, . . . , αn), α ∈ N, be a multiindex of
nonnegative integers, αi ≥ 0, and let |α| = α1 + · · ·+ αn. Define

Dαf =
∂|α|

∂xα1

1
· · · ∂xαn

n

f . (6.72)

Then f ∈ Cm(V, Ω) iff

|Dαfi(x)| < ∞ ∀α, |α| ≤ m, ∀i = 1, . . . , N, ∀x ∈ Ω . (6.73)

The space Hm(V,Ω) is the space of complex vector valued functions such that
Dαf ∈ L2(V,Ω) ∀α, |α| ≤ m, i.e. such that

N∑
i=1

∫
Ω

|Dαfi(x)|2dx < ∞ ∀α, |α| ≤ m . (6.74)

It is a Hilbert space with the inner product

(f, g) =
∑

α, |α|≤m

N∑
i=1

∫
Ω

(Dαfi(x))∗Dαgi(x) dx (6.75)

Remark. More precisely, the Sobolev space Hm(V,Ω) is the completion of the
space defined above.

7 Projection Theorem

Definition 39 Let M be a closed subspace of a Hilbert space H. The set, M⊥,

of vectors in H which are orthogonal to M is called the othogonal comple-

ment of M .
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1.6 Basic Definitions

Definition Isomorphism Formally, an isomorphism is bijective morphism. Informally, an isomorphism is a
map that preserves sets and relations among elements. “A is isomorphic to B” is written A ∼= B. Unfortu-
nately, this symbol is also used to denote geometric congruence. An isomorphism from a set of elements
onto itself is called an automorphism.

Definition Homeomorphism A homeomorphism, also called a continuous transformation, is an equivalence
relation and one-to-one correspondence between points in two geometric figures or topological spaces that
is continuous in both directions. A homeomorphism which also preserves distances is called an isometry.
Affine transformations are another type of common geometric homeomorphism. The similarity in meaning
and form of the words "homomorphism" and "homeomorphism" is unfortunate and a common source of
confusion.

Definition Cardinality In formal set theory, a cardinal number (also called “the cardinality”) is a type of
number defined in such a way that any method of counting sets using it gives the same result. (This is not
true for the ordinal numbers.) In fact, the cardinal numbers are obtained by collecting all ordinal numbers
which are obtainable by counting a given set. The cardinality of a set is also frequently referred to as the
"power" of a set.

Definition Image If f : D → Y is a map (a.k.a. function, transformation, etc.) over a domain D, then the
image of f , also called the range of D under f , is defined as the set of all values that f can take as its
argument varies over D, i.e.,

Range( f ) = f (D) = { f (X) : X ∈ D}. (1.31)

Definition Surjection Let f be a function defined on a set A and taking values in a set B. Then f is said to
be a surjection (or surjective map) if, for any b ∈ B, there exists an a ∈ A for which b = f (a). A surjection
is sometimes referred to as being "onto."

Let the function be an operator which maps points in the domain to every point in the range and let V be
a vector space with A,B ∈V . Then a transformation T defined on V is a surjection if there is an A ∈V such
that T (A) = B∀B.

Definition Injection Let f be a function defined on a set A and taking values in a set B. Then f is said to
be an injection (or injective map, or embedding) if, whenever f (x) = f (y), it must be the case that x = y.
Equivalently, x 6! = y implies f (x) 6= f (y). In other words, f is an injection if it maps distinct objects to
distinct objects. An injection is sometimes also called one-to-one.

A linear transformation is injective if the kernel of the function is zero, i.e., a function f (x) is injective
iff Ker( f ) = 0. A function which is both an injection and a surjection is said to be a bijection.

Definition Topology Topology is the mathematical study of the properties that are preserved through defor-
mations, twistings, and stretchings of objects. Tearing, however, is not allowed. A circle is topologically
equivalent to an ellipse (into which it can be deformed by stretching) and a sphere is equivalent to an ellip-
soid.

There is also a formal definition for a topology defined in terms of set operations. A set X along with a
collection T of subsets of it is said to be a topology if the subsets in T obey the following properties:

1. The (trivial) subsets X and the empty set /0 are in T .
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2. Whenever sets A and B are in T , then so is A ∩ B.

3. Whenever two or more sets are in T , then so is their union.

This definition can be used to enumerate the topologies on n symbols. For example, the unique topology of
order 1 is { /0,{1}}, while the four topologies of order 2 are { /0,{1},{1,2}},{ /0,{1,2}},{ /0,{1,2},{2}}, and
{ /0,{1},{2},{1,2}}. The numbers of topologies on sets of cardinalities n = 1,2, . . . are 1,4,29,355,6942, . . . .

A set X for which a topology T has been specified is called a topological space. For example, the set
X = {1,2,3,4} together with the subsets T = { /0,{1},{2,3,4},{1,2,3,4}} comprises a topology, and X is
a topological space.

Definition Vector Space Span The span of subspace generated by vectors v1 and v2 in V is span(v1,v2) =
{rv1 + sv2 : r,s ∈ R}.

Definition Dense A set A in a first-countable space is dense in B if B = A ∪ L, where L is the set of limit
points of A. For example, the rational numbers are dense in the reals.

Definition Supremum
The supremum is the least upper bound of a set S, defined as a quantity M such that no member of

the set exceeds M, but if ε is any positive quantity, however small, there is a member that exceeds M− ε .
When it exists (which is not required by this definition, e.g., supR does not exist), it is denoted supx∈S x (or
sometimes simply supS for short).

More formally, the supremum supx∈S x for S a (nonempty) subset of the affinely extended real numbers
R+ = R∪{±∞} is the smallest value y in R+ such that for all x in S we have x ≤ y. Using this definition,
supx∈S x always exists and, in particular, supR = ∞.

Whenever a supremum exists, its value is unique. On the real line, the supremum of a set is the same as
the supremum of its set closure.

Consider the real numbers with their usual order. Then for any set M ⊆ R, the supremum supM exists
(in R) if and only if M is bounded from above and nonempty.

Definition Gram-Schmidt Orthonormalization Gram-Schmidt orthogonalization, also called the Gram-Schmidt
process, is a procedure which takes a nonorthogonal set of linearly independent functions and constructs an
orthogonal basis over an arbitrary interval with respect to an arbitrary weighting function w(x).

Definition Operator Spectrum Let T be a linear operator on a separable Hilbert space. The spectrum σ(T )
of T is the set of λ such that (T −λ1) is not invertible on all of the Hilbert space, where the lambdas are
complex numbers and 1 is the identity operator. The definition can also be stated in terms of the resolvent of
an operator ρ(T ) = {λ : (T −λ1)is invertible}, and then the spectrum is defined to be the complement of
ρ(T ) in the complex plane. It is easy to demonstrate that ρ(T ) is an open set, which shows that the spectrum
σ(T ) is closed.

Definition Bounded operators Let V be a vector space. An operator on V is a linear map a : V ×V (i.e.,
a(λv+ µw) = λa(v)+ µa(w) for all λ ,µ ∈ K and v,w ∈V ). We usually write av for a(v). If V is a normed
vector space, we call an operator a : V ×V bounded when

‖a‖= sup{‖av‖,v ∈V,‖v‖= 1}< ∞. (1.32)

It easily follows that if a is bounded, then

a = inf{C ≥ 0|‖av‖ ≤C‖v‖∀v ∈V}. (1.33)
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Moreover, if a is bounded, then
‖av‖ ≤ ‖a‖‖v‖ (1.34)

for all v ∈V . Another useful property, which immediately follows, is

‖ab‖ ≤ ‖a‖‖b‖. (1.35)

When V is finite-dimensional, any operator is bounded. There are many ways to see this. Indeed, let V = Cn,
so that B(Cn) = Mn(C) is the space of all complex n×n matrices. The Hilbert space norm on Cn is the usual
one, i.e., ‖z‖2 = ∑

n
k=1 zk zk, and the induced norm on Mn(C) is (1).

For example, a is not bounded when a(x) = x, and bounded when a(x) = exp−x2.

Definition Closed Operators A closed operator a : D(a)→H is a linear map from a dense subspace D(a)⊂
H to H for which either of the following equivalent conditions holds:

1. If fn → f in H for a sequence ( fn) in D(a) and (a fn) converges in H, then f ∈ D(a) and a fn → a f in
H.

2. The graph of a is closed.

3. The domain D(a) is closed in the norm ‖ f ‖2
a = ‖ f ‖2 +‖a f ‖2.

Note that the ‖ � ‖a comes from the new inner product ( f ,g)a = ( f ,g)+ (a f ,ag) on D(a). Hence D(a) is
a Hilbert space in the new inner product when a is closed. An operator a that is not closed may often be
extended into a closed one. The condition for this to be possible is as follows.

Definition Closable Operator A closable operator a : D(a) → H is a linear map from a dense subspace
D(a) ⊂ H to H with the property that the closure G(a)− of its graph is itself the graph G(a−) of some
operator a− (called the closure of a). In other words, a− is a closed extension of a. It is clear that a−1 is
uniquely defined by its graph G(a−) = G(a)−.

Definition Graph For any a : X → Y , we define the graph of a to be the set

{(x,y) ∈ X ×Y | T x = y}. (1.36)

If X is any topological space and Y is Hausdorff, then it is straightforward to show that the graph of a is
closed whenever a is continuous.

If X and Y are Banach spaces, and a is an everywhere-defined (i.e. the domain D(a) of a is X) linear
operator, then the converse is true as well. This is the content of the closed graph theorem: if the graph of
a is closed in X ×Y (with the product topology), we say that a is a closed operator, and, in this setting, we
may conclude that a is continuous.

Definition Ortogonality We say that two vectors f ,g ∈ H are orthogonal, written f ⊥ g, when ( f ,g) = 0.
Similary, two subspaces10 K ⊂H and L⊂H are said to be orthogonal (K ⊥ L) when ( f ,g) = 0 for all f ∈K
and all g ∈ L. A vector f is called orthogonal to a subspace K, written f ⊥ K, when ( f ,g) = 0 for all g ∈ K,
etc. We define the orthogonal complement K⊥ of a subspace K ⊂ H as

K⊥ = { f ∈ H| f ⊥ K}. (1.37)

This set is automatically linear, so that the map K 7→K⊥, called orthocomplementation, is an operation from
subspaces of H to subspaces of H. Clearly, H⊥ = 0 and 0⊥ = H.
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Lemma 1.6.1 For any subspace K ⊂ H one has K⊥ = K⊥ = K⊥.

Definition The adjoint Let H be a Hilbert space, and let a : H → H be a bounded operator. The inner
product on H gives rise to a map a 7→ a∗, which is familiar from linear algebra: if H = Cn, so that, upon
choosing the standard basis (ei), a is a matrix a = (ai j) with ai j = (ei,ae j), then the adjoint is given by
a∗ = (a ji). In other words, one has

(a∗ f ,g) = ( f ,ag) (1.38)

for all f ,g ∈ Cn. This equation defines the adjoint also in the general case, but to prove existence of a∗ a
theorem is needed.

Definition Banach Space A Banach space is a complete vector space V with a norm ‖ � ‖.
Hilbert spaces with their norm given by the inner product are examples of Banach spaces. While a

Hilbert space is always a Banach space, the converse need not hold. Therefore, it is possible for a Banach
space not to have a norm given by an inner product. For instance, the supremum norm cannot be given by
an inner product.

The supremum norm is the norm defined on V by ‖ f ‖= supx∈K | f (x)|.

Definition C∗-algebra A C∗-algebra is a Banach algebra with an antiautomorphic involution ∗ which satis-
fies

• (x∗)∗ = x

• x∗y∗ = (yx)∗

• x∗+ y∗ = (x+ y)∗

• (cx)∗ = cx∗

where c is the complex conjugate of c, and whose norm satisfies ‖xx∗‖= ‖x‖2.
A Banach algebra is an algebra B over a field K endowed with a norm ‖ � ‖ such that B is a Banach

space under the norm and ‖xy‖ ≤ ‖x‖‖y‖. K is frequently taken to be the complex numbers in order to
ensure that the operator spectrum fully characterizes an operator (i.e., the spectral theorems for normal or
compact normal operators do not, in general, hold in the operator spectrum over the real numbers). If B is
commutative and has a unit, then x in B is invertible.

Definition Quotient Space The quotient space X/∼? of a topological space X and an equivalence relation
∼ on X is the set of equivalence classes of points in X (under the equivalence relation ∼) together with the
following topology given to subsets of X/ ∼: a subset U of X/ ∼ is called open iff ∪[a]∈U a is open in X .
Quotient spaces are also called factor spaces.

This can be stated in terms of maps as follows: if q : X → X/ ∼ denotes the map that sends each point
to its equivalence class in X/∼, the topology on X/∼ can be specified by prescribing that a subset of X/∼
is open iff q(−1) [the set] is open.

Let Dn be the closed n -dimensional disk and S(n−1) its boundary, the (n−1) -dimensional sphere. Then
Dn/S(n− 1) (which is homeomorphic to Sn), provides an example of a quotient space. Here, Dn/S(n− 1)
is interpreted as the space obtained when the boundary of the n -disk is collapsed to a point, and is formally
the “quotient space by the equivalence relation generated by the relations that all points in S(n− 1) are
equivalent.”
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Definition Let V be a vector space over a field K (where K = R or K = C). An inner product on V is a map
V ×V → K, written as 〈 f ,g〉 7→ ( f ,g), satisfying, for all f ,g,h ∈V and t ∈ K:

1. ( f , f ) ∈ R+ = [0,∞) (positivity);

2. (g, f ) = ( f ,g) (symmetry);

3. ( f , tg) = t( f ,g) (linearity 1);

4. ( f ,g+h) = ( f ,g)+( f ,h) (linearity 2);

5. ( f , f ) = 0⇒ f = 0 (positive definiteness).

A norm on V is a function ‖ �‖ : V → R+ satisfying, for all f ,g,h ∈V and t ∈ K:

1. ‖ f +g} ≤ ‖ f ‖+‖g‖ (triangle inequality);

2. ‖t f‖=| t | ‖ f ‖ (homogeneity);

3. ‖ f ‖= 0⇒ f = 0 (positive definiteness).

A metric on V is a function d : V ×V → R+ satisfying, for all f ,g,h ∈V :

1. d( f ,g)≤ d( f ,h)+d(h,g) (triangle inequality);

2. d( f ,g) = d(g, f ) for all f ,g ∈V (symmetry);

3. d( f ,g) = 0⇔ f = g (definiteness).

The notion of a metric applies to any set, not necessarily to a vector space, like an inner product and a
norm. Apart from a norm, an inner product defines another structure called a transition probability, which
is of great importance to quantum mechanics. Abstractly, a transition probability on a set S is a function
p : S×S → [0,1] satisfying p(x,y) = 1⇔ x = y (cf. Property 3 of a metric) and p(x,y) = p(y,x).

Now take the set S of all vectors in a complex inner product space that have norm 1, and define an
equivalence relation on S by f ∼ g iff f = zg for some z∈C with | z |= 1. (Without taking equivalence classes
the first axiom would not be satisfied). The set S = S/∼ is then equipped with a transition probability defined
by p([ f ], [g]) =| ( f ,g) |2. Here [ f ] is the equivalence class of f with f = 1, etc. In quantum mechanics
vectors of norm 1 are (pure) states, so that the transition probability between two states is determined by
their angle θ . (Recall the elementary formula from Euclidean geometry (x,y) = ‖x‖‖y‖cosθ , where θ is
the angle between x and y in Rn.)

These structures are related in the following way:

Proposition 1.6.2 1. An inner product on V defines a norm on V by means of ‖ f ‖=
√

( f , f ).

2. A norm on V defines a metric on V through d( f ,g) = ‖ f −g‖.

The proof of this claim is an easy exercise; part 1 is based on the Cauchy-Schwarz inequality

| ( f ,g) |≤ ‖ f ‖‖g‖, (1.39)

whose proof in itself is an exercise, and part 2 is really trivial: the three axioms on a norm immediately
imply the corresponding properties of the metric. The question arises when a norm comes from an inner
product in the stated way: this question is answered by the Jordan-vonNeumann theorem:
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Theorem 1.6.3 A norm ‖ �‖ on a vector space comes from an inner product through ‖ f ‖=
√

( f , f ) if and
only if

‖ f +g‖2 +‖ f −g‖2 = 2
(
‖ f ‖2 +‖g‖2) (1.40)

Applied to the lp and Lp spaces this yields the result that the norm in these spaces comes from an inner
product if and only if p = 2. There is no (known) counterpart of this result for the transition from a norm
to a metric. It is very easy to find examples of metrics that do not come from a norm: on any vector space
(or indeed any set) V the formula d( f ,g) = δ f g defines a metric not derived from a norm. Also, if d is any
metric on V , then d′ = d/(1+d) is a metric, too: since cleary d′( f ,g)≤ 1 for all f ,g, this metric can never
come from a norm.

Theorem 1.6.4 Riesz-Fischer A function is mbls integrable iff its Fourier series is L2 -convergent. The ap-
plication of this theorem requires use of the Lebesgue integral.

Theorem 1.6.5 Parseval If a function has a Fourier series given by

f (x) =
1
2

a0 +
∞

∑
n=1

an cos(nx)+
∞

∑
n=1

bn sin(nx), (1.41)

then
1

2π

∫
π

−π

| f (x)|2dx =
∞

∑
n=−∞

|an|2. (1.42)

Any separable Hilbert space has an orthonormal basis. The proof is an exercise, based on the Gram-Schmidt
procedure. Let (ei) by an orthonormal basis of a separable Hilbert space H. By definition, any f ∈ H can
be written as f = ∑i ciei. Taking the inner product with a fixed e j, one has

(e j, f ) = (e j, lim
N→∞

N

∑
i=1

ciei) = lim
N→∞

ci (e j,ei) = c j. (1.43)

Here we have assumed N > k, and the limit may be taken outside the inner product since if fn → f in H then
(g, fn)→ (g, f ) for fixed g ∈ H, as follows from Cauchy-Schwarz. It follows that

f = ∑
i

(ei, f )ei (1.44)

from which one obtains Parseval’s equality

∑
i
|(ei, f )|2 = ‖ f ‖2. (1.45)
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2.1 Introduction
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Why are special functions special?

Michael Berry 

$FFRUGLQJ WR OHJHQG� /HR 6]LODUG
V EDWKV ZHUH UXLQHG E\ KLV FRQYHUVLRQ WR ELRORJ\� +
KDG HQMR\HG VRDNLQJ IRU KRXUV ZKLOH WKLQNLQJ DERXW SK\VLFV� %XW DV D FRQYHUW KH
IRXQG WKLV SOHDVXUH SXQFWXDWHG E\ WKH IUHTXHQW QHHG WR OHDS RXW DQG VHDUFK IRU D IDF
,Q SK\VLFV��SDUWLFXODUO\ WKHRUHWLFDO SK\VLFV��ZH FDQ JHW E\ ZLWK D IHZ EDVLF SULQFLSOHV
ZLWKRXW NQRZLQJ PDQ\ IDFWV� WKDW LV ZK\ WKH VXEMHFW DWWUDFWV WKRVH RI XV FXUVHG ZLWK
SRRU PHPRU\�

%XW WKHUH LV D FRUSXV RI PDWKHPDWLFDO LQIRUPDWLRQ WKDW ZH GR QHHG� 0XFK RI WKLV
FRQVLVWV RI IRUPXODV IRU WKH �VSHFLDO� IXQFWLRQV� +RZ PDQ\ RI XV UHPHPEHU WKH

H[SDQVLRQ RI FRV �[ LQ WHUPV RI FRV [ DQG VLQ [� RU ZKHWKHU DQ LQWHJUDO REWDLQHG LQ
WKH FRXUVH RI D FDOFXODWLRQ FDQ EH LGHQWLILHG DV RQH RI WKH PDQ\ UHSUHVHQWDWLRQV RI D
%HVVHO IXQFWLRQ� RU ZKHWKHU WKH DV\PSWRWLF H[SUHVVLRQ IRU WKH JDPPD IXQFWLRQ
LQYROYHV �Q � ���� RU �Q � ����" )RU VXFK NQRZOHGJH� ZH WKHRULVWV KDYH WUDGLWLRQDOO\
UHOLHG RQ FRPSLODWLRQV RI IRUPXODV� :KHQ , VWDUWHG UHVHDUFK� P\ SHHUV ZHUH XVLQJ

-DKQNH DQG (PGH
V 7DEOHV RI )XQFWLRQV ZLWK )RUPXODH DQG &XUYHV �-	(�� RU

(UGpO\L DQG FRDXWKRUV
 +LJKHU 7UDQVFHQGHQWDO )XQFWLRQV�

�

7KHQ LQ ���� FDPH $EUDPRZLW] DQG 6WHJXQ
V +DQGERRN RI 0DWKHPDWLFDO

)XQFWLRQV �$	6��� SHUKDSV WKH PRVW VXFFHVVIXO ZRUN RI PDWKHPDWLFDO UHIHUHQFH HYH
SXEOLVKHG� ,W KDV EHHQ RQ WKH GHVN RI HYHU\ WKHRUHWLFDO SK\VLFLVW� 2YHU WKH \HDUV� ,
KDYH ZRUQ RXW WKUHH FRSLHV� 6HYHUDO \HDUV DJR� , ZDV LQYLWHG WR FRQWHPSODWH EHLQJ
PDURRQHG RQ WKH SURYHUELDO GHVHUW LVODQG� :KDW ERRN ZRXOG , PRVW ZLVK WR KDYH
WKHUH� LQ DGGLWLRQ WR WKH %LEOH DQG WKH FRPSOHWH ZRUNV RI 6KDNHVSHDUH" 0\ LPPHGLDW
DQVZHU ZDV� $	6� ,I , FRXOG VXEVWLWXWH IRU WKH %LEOH� , ZRXOG FKRRVH *UDGVWH\Q DQG

5\]KLN
V 7DEOH RI ,QWHJUDOV� 6HULHV DQG 3URGXFWV�� &RPSRXQGLQJ WKH LPSLHW\� ,
ZRXOG JLYH XS 6KDNHVSHDUH LQ IDYRU RI 3UXGQLNRY� %U\FKNRY DQG 0DULFKHY
V RI

,QWHJUDOV DQG 6HULHV�

� 2Q WKH LVODQG� WKHUH ZRXOG EH PXFK WLPH WR WKLQN DERXW
SK\VLFV DQG PXFK SK\VLFV WR WKLQN DERXW� ZDYHV RQ WKH ZDWHU WKDW FDUYH ULGJHV RQ WK
VDQG EHQHDWK DQG IRFXV VXQOLJKW WKHUH� VKDSHV RI FORXGV� VXEWOH WLQWV LQ WKH VN\� � � �
:LWK WKH DUURJDQFH WKDW NHHSV XV WKHRULVWV JRLQJ� , KDUERU WKH GHOXVLRQ WKDW LW ZRXOG
EH QRW WRR GLIILFXOW WR JXHVV WKH XQGHUO\LQJ SK\VLFV DQG IRUPXODWH WKH JRYHUQLQJ
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HTXDWLRQV� ,W LV ZKHQ FRQWHPSODWLQJ KRZ WR VROYH WKHVH HTXDWLRQV��WR FRQYHUW
IRUPXODWLRQV LQWR H[SODQDWLRQV��WKDW KXPLOLW\ VHWV LQ� 7KHQ� FRPSHQGLD RI IRUPXODV
EHFRPH LQGLVSHQVDEOH�

1RZDGD\V WKH HPSKDVLV LV VKLIWLQJ DZD\ IURP ERRNV WRZDUGV FRPSXWHUV� :LWK D IHZ

NH\VWURNHV� WKH H[SDQVLRQ RI FRV �[� WKH QXPHULFDO YDOXHV RI %HVVHO IXQFWLRQV� DQG
PDQ\ DQDO\WLFDO LQWHJUDOV FDQ DOO EH REWDLQHG HDVLO\ XVLQJ VRIWZDUH VXFK DV 0DWKHPDWLF
DQG 0DSOH� �,Q WKH VSLULW RI WKH WLPHV� , PXVW EH HYHQ KDQGHG DQG UHIHU WR ERWK WKH
FRPSHWLQJ UHOLJLRQV�� $ YDULHW\ RI UHVRXUFHV LV DYDLODEOH RQOLQH� 7KH PRVW DPELWLRXV
LQLWLDWLYH LQ WKLV GLUHFWLRQ LV EHLQJ SUHSDUHG E\ 1,67� WKH GHVFHQGDQW RI WKH 86
1DWLRQDO %XUHDX RI 6WDQGDUGV� ZKLFK SXEOLVKHG $	6� 1,67
V IRUWKFRPLQJ 'LJLWDO
/LEUDU\ RI 0DWKHPDWLFDO )XQFWLRQV �'/0)� ZLOO EH D IUHH :HE�EDVHG FROOHFWLRQ RI
IRUPXODV �KWWS���GOPI� QLVW�JRY�� FURVV�OLQNHG DQG ZLWK OLYH JUDSKLFV WKDW FDQ EH
PDJQLILHG DQG URWDWHG� �6WULSSHG�GRZQ YHUVLRQV RI WKH SURMHFW ZLOO EH LVVXHG DV D
ERRN DQG D &'�520 IRU SHRSOH ZKR SUHIHU WKRVH PHGLD��

7KH '/0) ZLOO UHIOHFW D VXEVWDQWLDO LQFUHDVH LQ RXU NQRZOHGJH RI VSHFLDO IXQFWLRQV
VLQFH ����� DQG ZLOO DOVR LQFOXGH QHZ IDPLOLHV RI IXQFWLRQV� 6RPH RI WKHVH IXQFWLRQV
ZHUH �ZLWK RQH FODVV RI H[FHSWLRQV� NQRZQ WR PDWKHPDWLFLDQV LQ ����� EXW WKH\ ZHUH
QRW ZHOO NQRZQ WR VFLHQWLVWV� DQG KDG UDUHO\ EHHQ DSSOLHG LQ SK\VLFV� 7KH\ DUH QHZ LQ
WKH VHQVH WKDW� LQ WKH \HDUV VLQFH ����� WKH\ KDYH EHHQ IRXQG XVHIXO LQ VHYHUDO
EUDQFKHV RI SK\VLFV� )RU H[DPSOH� VWULQJ WKHRU\ DQG TXDQWXP FKDRORJ\ QRZ PDNH XV
RI DXWRPRUSKLF IXQFWLRQV DQG ]HWD IXQFWLRQV� LQ WKH WKHRU\ RI VROLWRQV DQG LQWHJUDEOH
G\QDPLFDO V\VWHPV� 3DLQOHYp WUDQVFHQGHQWV DUH ZLGHO\ HPSOR\HG� DQG LQ RSWLFV DQG
TXDQWXP PHFKDQLFV� D FHQWUDO UROH LV SOD\HG E\ �GLIIUDFWLRQ FDWDVWURSKH� LQWHJUDOV�
JHQHUDWHG E\ WKH SRO\QRPLDOV RI VLQJXODULW\ WKHRU\��P\ RZQ IDYRULWH� DQG WKH VXEMHFW
RI D FKDSWHU , DP ZULWLQJ ZLWK &KULVWRSKHU +RZOV IRU WKH '/0)�

KELVIN'S SHIP-WAVE pattern,
calculated with the Airy

function, the simplest special
function in the hierarchy

of diffraction catastrophes.

7KLV FRQWLQXLQJ DQG LQGHHG LQFUHDVLQJ UHOLDQFH RQ
VSHFLDO IXQFWLRQV LV D VXUSULVLQJ GHYHORSPHQW LQ
WKH VRFLRORJ\ RI RXU SURIHVVLRQ� 2QH RI WKH
SULQFLSDO DSSOLFDWLRQV RI WKHVH IXQFWLRQV ZDV LQ
WKH FRPSDFW H[SUHVVLRQ RI DSSUR[LPDWLRQV WR
SK\VLFDO SUREOHPV IRU ZKLFK H[SOLFLW DQDO\WLFDO
VROXWLRQV FRXOG QRW EH IRXQG� %XW VLQFH WKH
����V� ZKHQ VFLHQWLILF FRPSXWLQJ EHFDPH
ZLGHVSUHDG� GLUHFW DQG �H[DFW� QXPHULFDO VROXWLRQ
RI WKH HTXDWLRQV RI SK\VLFV KDV EHFRPH DYDLODEOH
LQ PDQ\ FDVHV� ,W ZDV RIWHQ FODLPHG WKDW WKLV
ZRXOG PDNH WKH VSHFLDO IXQFWLRQV UHGXQGDQW�
6LPLODU VNHSWLFLVP FDPH IURP VRPH SXUH
PDWKHPDWLFLDQV� ZKRVH LJQRUDQFH DERXW VSHFLDO
IXQFWLRQV� DQG ODFN RI LQWHUHVW LQ WKHP� ZDV
DOPRVW WRWDO� , UHPHPEHU WKDW ZKHQ VLQJXODULW\
WKHRU\ ZDV EHLQJ DSSOLHG WR RSWLFV LQ WKH ����V� DQG , ZDV VHHNLQJ D JUDGXDWH VWXGHQW
WR SXUVXH WKHVH LQYHVWLJDWLRQV� D PDWKHPDWLFLDQ UHFRPPHQGHG VRPHERG\ DV EHLQJ
YHU\ EULJKW� YHU\ NQRZOHGJHDEOH� DQG LQWHUHVWHG LQ DSSOLFDWLRQV� %XW WKLV VWXGHQW KDG
QHYHU KHDUG RI %HVVHO IXQFWLRQV �QRU FRXOG KH FDUU\ RXW WKH VLPSOHVW LQWHJUDWLRQV� EX
WKDW LV DQRWKHU VWRU\��

7KH SHUVLVWHQFH RI VSHFLDO IXQFWLRQV LV SX]]OLQJ DV ZHOO
DV VXUSULVLQJ� :KDW DUH WKH\� RWKHU WKDQ MXVW QDPHV IRU
PDWKHPDWLFDO REMHFWV WKDW DUH XVHIXO RQO\ LQ VLWXDWLRQV R
FRQWULYHG VLPSOLFLW\" :K\ DUH ZH VR SOHDVHG ZKHQ D
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A CROSS SECTION of the
elliptic umbilic, a member

of the hierarchy of
diffraction catastrophes.

S \ \ S
FRPSOLFDWHG FDOFXODWLRQ �FRPHV RXW� DV D %HVVHO
IXQFWLRQ� RU D /DJXHUUH SRO\QRPLDO" :KDW GHWHUPLQHV
ZKLFK IXQFWLRQV DUH �VSHFLDO�" 7KHVH DUH VOLSSHU\ DQG
VXEWOH TXHVWLRQV WR ZKLFK , GR QRW KDYH FOHDU DQVZHUV�
,QVWHDG� , RIIHU WKH IROORZLQJ REVHUYDWLRQV�

7KHUH DUH PDWKHPDWLFDO WKHRULHV LQ ZKLFK VRPH FODVVHV
RI VSHFLDO IXQFWLRQV DSSHDU QDWXUDOO\� $ IDPLOLDU
FODVVLILFDWLRQ LV E\ LQFUHDVLQJ FRPSOH[LW\� VWDUWLQJ ZLWK
SRO\QRPLDOV DQG DOJHEUDLF IXQFWLRQV DQG SURJUHVVLQJ
WKURXJK WKH �HOHPHQWDU\� RU �ORZHU� WUDQVFHQGHQWDO

IXQFWLRQV �ORJDULWKPV� H[SRQHQWLDOV� VLQHV DQG FRVLQHV� DQG VR RQ� WR WKH �KLJKHU�
WUDQVFHQGHQWDO IXQFWLRQV �%HVVHO� SDUDEROLF F\OLQGHU� DQG VR RQ�� )XQFWLRQV RI
K\SHUJHRPHWULF W\SH FDQ EH RUGHUHG E\ WKH EHKDYLRU RI VLQJXODU SRLQWV RI WKH
GLIIHUHQWLDO HTXDWLRQV UHSUHVHQWLQJ WKHP� RU E\ D JURXS�WKHRUHWLFDO DQDO\VLV RI WKHLU
V\PPHWULHV� %XW DOO WKHVH FODVVLILFDWLRQV DUH LQFRPSOHWH� LQ WKH VHQVH RI RPLWWLQJ ZKR
FODVVHV WKDW ZH ILQG XVHIXO� )RU H[DPSOH� 0DWKLHX IXQFWLRQV IDOO RXWVLGH WKH
K\SHUJHRPHWULF FODVV� DQG JDPPD DQG ]HWD IXQFWLRQV DUH QRW WKH VROXWLRQV RI VLPSOH
GLIIHUHQWLDO HTXDWLRQV� 0RUHRYHU� HYHQ ZKHQ WKH FODVVLILFDWLRQV GR DSSO\� WKH
FRQQHFWLRQV WKH\ SURYLGH RIWHQ DSSHDU UHPRWH DQG XQKHOSIXO LQ RXU DSSOLFDWLRQV�

2QH UHDVRQ IRU WKH FRQWLQXLQJ SRSXODULW\ RI VSHFLDO IXQFWLRQV FRXOG EH WKDW WKH\
HQVKULQH VHWV RI UHFRJQL]DEOH DQG FRPPXQLFDEOH SDWWHUQV DQG VR FRQVWLWXWH D
FRPPRQ FXUUHQF\� &RPSLODWLRQV OLNH $	6 DQG WKH '/0) DVVLVW WKH SURFHVV RI
VWDQGDUGL]DWLRQ� PXFK DV D GLFWLRQDU\ HQVKULQHV WKH ZRUGV LQ FRPPRQ XVH DW D JLYHQ
WLPH� )RUPDO JUDPPDU� ZKLOH LQWHUHVWLQJ IRU LWV RZQ VDNH� LV UDUHO\ XVHIXO WR WKRVH ZK
XVH QDWXUDO ODQJXDJH WR FRPPXQLFDWH� $UJXLQJ E\ DQDORJ\� , ZRQGHU LI WKDW LV ZK\ WK
IRUPDO FODVVLILFDWLRQV RI VSHFLDO IXQFWLRQV KDYH QRW SURYHG YHU\ XVHIXO LQ DSSOLFDWLRQV

THE CUSP, a member
of the hierarchy of

diffraction catastrophes.

6RPHWLPHV WKH SDWWHUQV HPERG\LQJ VSHFLDO
IXQFWLRQV DUH FRQMXUHG XS LQ WKH IRUP RI SLFWXUHV�
, ZRQGHU KRZ XVHIXO VLQHV DQG FRVLQHV ZRXOG EH
ZLWKRXW WKH LPDJHV� ZKLFK ZH DOO VKDUH� RI KRZ
WKH\ RVFLOODWH� ,Q ����� WKH SXEOLFDWLRQ LQ -	( RI D
WKUHH�GLPHQVLRQDO JUDSK VKRZLQJ WKH SROHV RI WKH
JDPPD IXQFWLRQ LQ WKH FRPSOH[ SODQH DFTXLUHG DQ
DOPRVW LFRQLF VWDWXV� :LWK WKH PRUH VRSKLVWLFDWHG
JUDSKLFV DYDLODEOH QRZ� WKH IDU PRUH FRPSOLFDWHG
EHKDYLRU RI IXQFWLRQV RI VHYHUDO YDULDEOHV FDQ EH
H[SORUHG LQ D YDULHW\ RI WZR�GLPHQVLRQDO VHFWLRQV
DQG WKUHH�GLPHQVLRQDO SORWV� JHQHUDWLQJ D ODUJH
FODVV RI QHZ DQG VKDUHG LQVLJKWV�

�1HZ� LV LPSRUWDQW KHUH� -XVW DV QHZ ZRUGV FRPH LQWR WKH ODQJXDJH� VR WKH VHW RI
VSHFLDO IXQFWLRQV LQFUHDVHV� 7KH LQFUHDVH LV GULYHQ E\ PRUH VRSKLVWLFDWHG DSSOLFDWLRQV
DQG E\ QHZ WHFKQRORJ\ WKDW HQDEOHV PRUH IXQFWLRQV WR EH GHSLFWHG LQ IRUPV WKDW FDQ
EH UHDGLO\ DVVLPLODWHG�

6RPHWLPHV WKH SDWWHUQV DUH DVVRFLDWHG ZLWK WKH DV\PSWRWLF EHKDYLRU RI WKH IXQFWLRQV
RU RI WKHLU VLQJXODULWLHV� 2I WKH WZR $LU\ IXQFWLRQV� $L LV WKH RQH WKDW GHFD\V WRZDUGV
LQILQLW\� ZKLOH %L JURZV� WKH - %HVVHO IXQFWLRQV DUH UHJXODU DW WKH RULJLQ� WKH < %HVVHO
IXQFWLRQV KDYH D SROH RU D EUDQFK SRLQW�

3HUKDSV VWDQGDUGL]DWLRQ LV VLPSO\ D PDWWHU RI HVWDEOLVKLQJ XQLIRUPLW\ RI GHILQLWLRQ DQ
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QRWDWLRQ� $OWKRXJK VLPSOH� WKLV LV IDU IURP WULYLDO� 7R HPSKDVL]H WKH LPSRUWDQFH RI
QRWDWLRQ� 5REHUW 'LQJOH LQ KLV JUDGXDWH OHFWXUHV LQ WKHRUHWLFDO SK\VLFV DW WKH
8QLYHUVLW\ RI 6W� $QGUHZV LQ 6FRWODQG ZRXOG RFFDVLRQDOO\ UHSODFH WKH OHWWHUV
UHSUHVHQWLQJ YDULDEOHV E\ QDPHOHVV LQYHQWHG VTXLJJOHV� WKHUHE\ LQGXFLQJ LQVWDQW
LQFRPSUHKHQVLELOLW\� ([WHQGLQJ WKLV RQH OHYHO KLJKHU� WR WKH QDPHV RI IXQFWLRQV� MXVW
LPDJLQH KRZ PXFK FRQIXVLRQ WKH SK\VLFLVW -RKQ 'RH ZRXOG FDXVH LI KH LQVLVWHG RQ
UHSODFLQJ VLQ [ E\ GRH�[�� HYHQ ZLWK D GHILQLWLRQ KHOSIXOO\ SURYLGHG DW WKH VWDUW RI HDF
SDSHU�

7R SDUDSKUDVH DQ DSKRULVP DWWULEXWHG WR WKH ELRFKHPLVW $OEHUW 6]HQW�*\|UJ\L�
SHUKDSV VSHFLDO IXQFWLRQV SURYLGH DQ HFRQRPLFDO DQG VKDUHG FXOWXUH DQDORJRXV WR
ERRNV� SODFHV WR NHHS RXU NQRZOHGJH LQ� VR WKDW ZH FDQ XVH RXU KHDGV IRU EHWWHU
WKLQJV�

5HIHUHQFHV

�� (� -DKQNH� )� (PGH� 7DEOHV RI )XQFWLRQV ZLWK )RUPXODH DQG &XUYHV� 'RYHU

3XEOLFDWLRQV� 1HZ <RUN �������

�� $ (UGpO\L� :� 0DJQXV� )� 2EHUKHWWLQJHU� )� *� 7ULFRPL� +LJKHU 7UDQVFHQGHQWD

)XQFWLRQV� � YROV�� .ULHJHU 3XEOLVKLQJ� 0HOERXUQH� )OD� ������ >ILUVW SXEOLVKHG LQ
����@�

�� 0� $EUDPRZLW]� ,� $� 6WHJXQ� HGV�� +DQGERRN RI 0DWKHPDWLFDO )XQFWLRQV ZLW

)RUPXODV� *UDSKV� DQG 0DWKHPDWLFDO 7DEOHV� 1DWLRQDO %XUHDX RI 6WDQGDUGV
$SSOLHG 0DWKHPDWLFV 6HULHV� YRO� ��� 86 *RYHUQPHQW 3ULQWLQJ 2IILFH� :DVKLQJWRQ�
'& �������

�� ,� 6� *UDGVWH\Q� ,� 0� 5\]KLN� 7DEOH RI ,QWHJUDOV� 6HULHV� DQG 3URGXFWV� �WK HG

�WUDQVODWHG IURP 5XVVLDQ E\ 6FULSWD 7HFKQLND�� $FDGHPLF 3UHVV� 1HZ <RUN ������
>ILUVW SXEOLVKHG LQ ����@�

�� $� 3� 3UXGQLNRY� <X� $� %U\FKNRY� 2� ,� 0DULFKHY� ,QWHJUDOV DQG 6HULHV� � YROV�

�WUDQVODWHG IURP 5XVVLDQ E\ 1� 0� 4XHHQ�� *RUGRQ DQG %UHDFK� 1HZ <RUN ������
������

0LFKDHO %HUU\ LV 5R\DO 6RFLHW\ 5HVHDUFK 3URIHVVRU LQ WKH SK\VLFV

GHSDUWPHQW RI %ULVWRO 8QLYHUVLW\� 8.� DQG VWXGLHV SK\VLFDO DV\PSWRWLFV�
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2.2 Elementary Transcendental Functions



LECTURE 8

N
th Roots; Univalent Functions

With Euler’s formula in hand we are now able to define radicals of complex numbers.

Definition 8.1. Let w 6= 0, n ∈ N, a number z is called an nth root of w if zn = w.

Proposition 8.2 (Formula for the nth roots). Let w = |w|eiθ 6= 0 and n ∈ N, then
w has n distinct nth roots z1, z2, ..., zn given by

zk = n

√

|w| exp i
θ + 2π(k − 1)

n
, k = 1, 2, ..., n (8.1)

Proof. Consider

z1 = n

√

|w|ei θ

n .

By de Moivre’s formula

zn
1 = |w|eiθ = w

and hence z1 is a nth root of w.
Define now

zk := z1e
i
2π(k−1)

n , k ∈ N (8.2)

One has

zn
k = zn

1
︸︷︷︸

=w

e2πi(k−1)
︸ ︷︷ ︸

=1

= w

Thus so-defined sequence {zk} gives nth roots. It follows from (8.2) that

zk = zk−1e
i 2π

n

which implies (the details should be verified in Exercise 8.1) that all z1, z2, ..., zn are
distinct but zn+1 = z1, zn+2 = z2, ... , z2n = zn. �

Example 8.3. Find the sixth roots of unity, i.e., find all solutions to z6 = 1.

By (8.1)

zk = exp i
2π(k − 1)

6
, k = 1, 2, ..., 6

which gives z1 = 1, z2 = 1/2 + i
√

3/2, z3 = −1/2 + i
√

3/2, z4 = −1.
To find z5 and z6 notice that equation z6 = 1 is equivalent to z6 = 1 and hence z2, z3

are also solutions to z6 = 1. Thus z5 = z3 = −1/2− i
√

3/2, and z6 = z2 = 1/2− i
√

3/2.
Figure 1 shows the six sixth roots of unity on the complex plane.
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z1

z2z3

z4

z5 z6

π
3

Figure 1. The sixth roots of the unity

Remark 8.4. Proposition 8.2 says that the equation

z2008 = 1

has 2008 distinct solutions and if you mistakenly think that z = ±1 then you lose 2006
solutions.

What we have discussed in this lecture so far suggests that defining the function
n
√

z will require some effort.

Definition 8.5. An analytic function f : E → C is called univalent on E if

f(z1) = f(z2) ⇒ z1 = z2.

Note that generic complex valued functions don’t like to be univalent. E.g. f(z) =
|z| maps any circle |z| = r onto one point {r} ∈ R, and hence |z| is very non-univalent.

Example 8.6. The linear function f(z) = az + b is univalent (if a 6= 0) on C. The
function φ(z) = z/a− b/a satisfies

f ◦ φ = φ ◦ f = I

and hence φ can be viewed as the inverse of f .

Example 8.7. The function f(z) = 1/z is univalent on C \ {0} and its inverse is
φ(z) = 1/z.

Example 8.8. The function f(z) = z2 is not univalent on C. But as in the real
valued case we can properly restrict z2 to make it univalent. To do so we consider z2

as a mapping on C.
We introduce a sector:

S(α, β) := {z| α < arg z < β}.
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Let z ∈ S(α, β). We have z = |z|eiθ, α < θ < β, and hence

z2 = |z|2e2iθ ∈ S(2α, 2β).

In particular, if α = 0 and β = 2π then

z2 : S(0, 2π) → S(0, 4π).

That is, loosely speaking, z2 maps C onto two copies of C.
However if we take α = 0 and β = π then

z2 : S(0, π) → S(0, 2π)

which is a univalent function. See Figure 2 for illustration.

z2

Figure 2. Transformation of the upper half plane under z2

Exercises

Exercise 8.1 Let Ω = {ω1, ω2, ..., ωn} be the nth roots of unity. Pick a fixed ω ∈ Ω.
Show
(1) ωωk ∈ Ω.
(2) ωωk 6= ωωm if k 6= m, i.e., {ωωk}n

k=1 = Ω.

(3)
n∑

k=1

ωk = 0.

(4)
n−1∑

k=0

ωk = 0 for any ω 6= 1.

Exercise 8.2 Describe a linear function as a mapping, i.e., describe what geometric
transformation f(z) = az + b represents on C. Find the images f(Ω) of Ω for
the following sets:
(1) Ω = {z| arg z = θ0}, where θ0 is fixed. (A ray)
(2) Ω = {z| |z| = r0}, where r0 is fixed. (A circle)

Exercise 8.3 Let f(z) = 1/z. Find the images f(Ω) of the following sets:
(1) Ω is a straight line passing through 0.
(2) Ω = {z| |z| = r0}, where r0 is fixed.
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Describe the geometrical transformation the function f(z) does to point z
in Figure 3.

1

z

Figure 3. Transformation of z under 1/z?



LECTURE 9

z
n, n

√

z, ez, log z and all that

In this lecture we continue to study elementary functions of a single complex vari-
able as mappings.

1. The Function z
n

Let z = reiθ. Then
w := zn = rneinθ

and hence zn maps a sector S(α, β) onto the sector S(nα, nβ). In particular, if α = 0
and β = 2π, then zn maps C = S[0, 2π) onto n copies of C. In other words, zn is an
n-valent function.

Now restrict zn to S
(
0, 2π

n

)
. Then w ∈ S(0, 2π). Moreover, every ray

Rθ :=
{
z | z = reiθ, r ∈ R+

}
, where R+ = [0,∞),

in S
(
0, 2π

n

)
is mapped onto the ray Rnθ.

R 2π

n

R0

Rθ
Rnθ

Figure 1. Mapping of a sector under zn

Observe that zn : S
(
0, 2π

n

)
→ S(0, 2π) is univalent and we may now introduce the

inverse of zn.

2. The Function n
√

z

As we have seen in Lecture 8, the equation zn = w has n solutions {z1, z2, . . . , zn}.
In order to define n

√
w we have to decide which of these solutions we want to pick up.

It is a personal choice, but common sense suggests that we choose z1. Doing so allows
n
√

1 = 1, and has the nice property that our complex nth root function will correspond
to the usual positive nth root function on the real number line (or on R+ if n is even).
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44 9. z
n, n

√

z, ez, log z AND ALL THAT

Definition 9.1. Let z = |z|ei arg z 6= 0 where arg z ∈ [0, 2π). The principal branch

of n
√

z is defined by

n
√

z = n

√

|z|e i arg z

n . (9.1)

Remark 9.2. n
√

z can also be denoted as z
1
n . In some books, they distinguish

between these two representations, using one to denote the multi-valued function and
the other to denote the principal branch. We choose not to do so in this course. Also,
note that the principal nth root of z defined by (9.1) is z1 in the nth root formula (given

in Lecture 8). If occasionally we choose a different branch of n
√

z we must specify how
we define it.

Let us now look at (9.1) as a function of z. Formula (9.1) defines a one-to-one
function n

√
z,

n
√

z : S(0, 2π) → S (0, 2π/n) . (9.2)

Proposition 9.3. The function n
√

z defined by (9.1) and (9.2) is analytic on C\R+

but not analytic on C.

The proof is left as an exercise.

3. The Function e
z

Consider a strip

K0 = {z : 0 < Im z < 2π}.
Let z = x + iy ∈ K0. Then ez = exeiy maps K0 onto C \ R+. Moreover, every vertical
segment

kx = {z = x + iy : y ∈ (0, 2π)}
is mapped onto the circle Cex(0) \ R+, where

Cr(z0) := {z : |z − z0| = r}.

0

2π

I

K0

II

kx

I

II

Cex(0)ez

Figure 2. Mapping of a strip under ez
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Observe that ez is univalent on K0. Let

K2π := {z : 2π < Im z < 4π}.
It is clear that ez maps K2π onto C \ R+. Similarly, for all n ∈ Z,

exp K2πn = C \ R+,

which means that ez is an infinitely-valent (infinitely valued) function.

Remark 9.4. We keep our strips open for a purpose which will be clear in the next
section. Of course, ez maps R onto R+ \ {0} and maps

R + 2iπ := {z | z = x + iy, x ∈ R, y = 2π}
onto R+ \ {0}.

4. The Function log z

Since the mapping
ez : K0 → C \ R+

is one-to-one, we can formally define the complex logarithm.

Definition 9.5. Let z = |z|ei arg z 6= 0 where arg z ∈ [0, 2π). The principal branch
of log z is defined by

log z = log |z|+ i arg z (9.3)

where log |z| is the usual natural logarithm of the positive real number |z|.
Remark 9.6. In the literature, the complex natural logarithm is sometimes denoted

ln or Log. In complex analysis log, ln, and Log all refer to the logarithm base e, as
opposed to real analysis where log often denotes the logarithm base 10.

Let us now look at (9.3) as a function of z:

log z : C \ R+ → K0. (9.4)

Proposition 9.7. The function log z defined by (9.3) and (9.4) is the inverse of

ez : K0 → C \ R+.

The proof is left as an exercise.

Proposition 9.8. The complex logarithm function log z is analytic on C \R+, but
is not analytic on C. Furthermore

(log z)′ =
1

z
, z ∈ C \ R+.

The proof is left as an exercise.

Exercises

Exercise 9.1 Prove Proposition 9.3.

Exercise 9.2 Prove Proposition 9.7.

Exercise 9.3 Prove Proposition 9.8.





LECTURE 10

log z continued; sin z, and cos z

1. log z continued

In this lecture we continue studying elementary functions. We start with an im-
portant remark.

Remark 10.1. As we have seen, ez retains all of its original properties and on top
of that, ez also gains some new ones. (eg. Ran(ez) = C \ 0 not just R+, and ez is
now periodic). On the contrary log z loses some of its common properties. E.g. the
property log(z1z2) = log z1 + log z2, alas, no longer holds in general. So watch out!

Remark 10.2. Our definition of the principal branch of log z (Definition 9.5) is not
the only one. All depends on a particular situation. Another common way to choose
the principal branch is to let z = |z|ei arg z where arg z ∈ [−π, π), (not [0, 2π)). Then

log z := log |z|+ i arg z. (10.1)

I.e. this log is defined on C \ R−.

The log defined by (10.1) has the nice property log z̄ = log z where as the one we
defined before did not.

Before we are done with logarithms, let us state and prove an important proposition.

Proposition 10.3. Suppose f : E → C and g : f(E) → C are continuous and

g(f(z)) = z. (10.2)

Then,

(1) if g is differentiable and g′(z) 6= 0, then f is differentiable and

f ′(z) = (g′(f(z)))−1 (10.3)

(2) if g is analytic and g′(f(z)) 6= 0, then f is analytic.

Proof. Assume that f is continuous and let z, z + ∆z ∈ E. Then from (10.2) we
see that:

g(f(z)) = z, g(f(z + ∆z)) = z + ∆z (10.4)

⇒f(z) 6= f(z + ∆z) if ∆z 6= 0

⇒∆f(z) := f(z + ∆z)− f(z) 6= 0

⇒f(z + ∆z) = f(z) + ∆f(z).
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Consider
g(f(z + ∆z))− g(f(z))

∆z
. We have by equation (10.4)

1 =
g(f(z + ∆z))− g(f(z))

∆z
=

g(f(z) + ∆f(z))− g(f(z))

∆f(z)
︸ ︷︷ ︸

·∆f(z)

∆z
.

→ g′(f(z)) as ∆f(z) → 0

Then by taking the limit as ∆z goes to zero we see that

1 = lim
∆z→0

g(f(z) + ∆f(z))− g(f(z))

∆f(z)
· ∆f(z)

∆z

⇒ 1 = g′(f(z)) · lim
∆z→0

∆f(z)

∆z
. (10.5)

(We have used ∆f(z) → 0 as ∆z → 0 due to continuity of f .) It now follows from
(10.5) that the limit on the right hand side exists and (10.3) follows. Statement (1) is
proven.

If g is analytic then g′ is continuous and so f ′ is continuous. Then statement (2) is
also proven because f ′ is continuous which implies that f is analytic.

�

Corollary 10.4. The function log z is analytic on C \ R+ and

(log z)′ =
1

z
. (10.6)

Proof. Using Proposition 10.3 f(z) = log z, E = C \ R+ and g(z) = ez. Since

exp log z = z for all z ∈ C \ R+

(10.2) holds and the conditions of Proposition 10.3 are satisfied since ez is analytic.
Thus, log z is also analytic and by (10.3)

(log z)′ =

(
d

dw
ew |w=log z

)
−1

= (elog z)−1 =
1

z
.

�

Remark 10.5. Did you enjoy proving it by definition? Would Proposition 10.3
have helped prove Exercise 9.3?



2. THE FUNCTIONS sin z, cos z, AND tan z 49

2. The Functions sin z, cos z, and tan z

We restrict ourselves to sin z only. Then by definition,

sin z =
eiz − e−iz

2i
=

ei(x+iy) − e−i(x+iy)

2i
=

e−yeix − eye−ix

2i

=
1

2i
(e−y(cos x + i sin x)− ey(cos x− i sin x))

=
1

2i
(e−y cos x + ie−y sin x− ey cos x− iey sin x)

=
ey sin x + e−y sin x

2
+ i

ey cos x− e−y cos x

2
= sin x cosh y + i cos x sinh y.

I told you once that it is almost never a good idea to separate the real and imaginary
parts of the function. This is a rare case of when it is needed. So we get

sin(x + iy) = sin x cosh y
︸ ︷︷ ︸

u

+i cos x sinh y
︸ ︷︷ ︸

v

.

We have

sin x =
u

cosh y
, cos x =

v

sinh y

and hence

1 = sin2 x + cos2 x =

(
u

cosh y

)2

+

(
v

sinh y

)2

. (10.7)

It follows from (10.7) that sin z maps a segment {z|z = x+ iy0, x ∈ [−π
2
, π

2
]}, where

y0 ≥ 0 is fixed, onto the upper semiellipse

(
u

cosh y0

)2

+

(
v

sinh y0

)2

= 1.
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x

y

−π
2

π
2

a

u

v

− cosh a cosh a

sinh a
sin z

Figure 1. Mapping of sin z for z = x + ia where x ∈ [−π
2
, π

2
] and a ≥ 0

Similarly, one can see

x

y

−π
2

π
2

a

−a

cosh a

sinh a

u

v

sin z

Figure 2. Mapping of sin z for z = x + iy where x ∈ [−π
2
, π

2
] and y ∈ [−a, a]

Exercises

Exercise 10.1 Let z1, z2, ..., zn ∈ C
+ := {z| Imz > 0}. Show that if z1 ·z2 · . . . ·zk ∈ C

+

for all k ≤ n then,

log
n∏

k=1

zk =
n∑

k=1

log zk, (10.8)

where the log is defined on C\R+. Give a counterexample to equation (10.8) if
we remove the restriction on z1, z2, ..., zn. Note, in this respect, that in general

log zn 6= n log z.

Exercise 10.2 Let log z be defined on C \ R+. Come up with reasonable conditional
statements regarding the basic properties of log z.
E.g. log z1z2 = log z1 + log z2, if blah, blah, blah.

Exercise 10.3 Treat cos z in a way similar to what we did with sin z.
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2.3 More on Riemann Surfaces



Lecture 1

What are Riemann surfaces?

1.1 Problem: Natural algebraic expressions have ‘ambiguities’ in their solutions; that is, they
define multi-valued rather than single-valued functions.

In the real case, there is usually an obvious way to fix this ambiguity, by selecting one branch
of the function. For example, consider f(x) =

√
x. For real x, this is only defined for x ≥ 0,

where we conventionally select the positive square root (Fig.1.1).

We get a continuous function [0,∞) → R, analytic everywhere except at 0. Clearly, there is a
problem at 0, where the function is not differentiable; so this is the best we can do.

In the complex story, we take ‘w =
√

z’ to mean w2 = z; but, to get a single-valued function of
z, we must make a choice, and a continuous choice requires a cut in the domain.

A standard way to do that is to define ‘
√

z’ : C\R
− → C to be the square root with positive real

part. There is a unique such, for z away from the negative real axis. This function is continuous
and in fact complex-analytic, or holomorphic, away from the negative real axis.

A different choice for
√

z is the square root with positive imaginary part. This is uniquely
defined away from the positive real axis, and determines a complex-analytic function on C \R

+.

In formulae: z = reiθ =⇒ √
z =

√
reiθ/2, but in the first case we take −π < θ < π, and, in the

second, 0 < θ < 2π.

Either way, there is no continuous extension of the function over the missing half-line: when z
approaches a point on the half-line from opposite sides, the limits of the chosen values of

√
z

differ by a sign. A restatement of this familiar problem is: starting at a point z0 6= 0 in the
plane, any choice of

√
z0, followed continuously around the origin once, will lead to the opposite

choice of
√

z0 upon return; z0 needs to travel around the origin twice, before
√

z0 travels once.

Clearly, there is a problem at 0, but the problem along the real axis is our own — there is
no discontinuity in the function, only in the choice of value. We could avoid this problem by
allowing multi-valued functions; but another point of view has proved more profitable.

The idea is to replace the complex plane, as domain of the multi-valued function, by the graph of
the function. In this picture, the function becomes projection to the w-axis, which is well-defined
single-valued! (Fig. 1.2)

In the case of w =
√

z, the graph of the function is a closed subset in C
2,

S = {(z, w) ∈ C
2 | w2 = z}.

1



In this case, it is easy to see that the function w = w(z),

S → C, (z, w) 7→ w

defines a homeomorphism (diffeomorphism, in fact) of the graph S with the w-plane. This is
exceptional; it will not happen with more complicated functions.

The graph S is a very simple example of a (concrete, non-singular) Riemann surface. Thus, the
basic idea of Riemann surface theory is to replace the domain of a multi-valued function, e.g. a
function defined by a polynomial equation

P (z, w) = wn + pn−1(z)wn−1 + · · ·+ p1(z)w + p0(z)

by its graph
S = {(z, w) ∈ C

2 | P (z, w) = 0},
and to study the function w as a function on the ‘Riemann surface’ S, rather than as a multi-
valued function of z.

This is all well, provided we understand

• what kind of objects Riemann surfaces are;

• how to do complex analysis on them (what are the analytic functions?)

The two questions are closely related, as will become clear when we start answering them
properly, in the next lecture; for now, we just note the moral definitions.

1.2 Moral definition. An abstract Riemann surface is a surface (a real, 2-dimensional mani-
fold) with a ‘good’ notion of complex-analytic functions.

The most important examples, and the first to arise, historically, were the graphs of multi-valued
analytic functions:

1.3 Moral definition: A (concrete) Riemann surface in C
2 is a locally closed subset which

is locally — near each of its points (z0, w0) — the graph of a multi-valued complex-analytic
function.

1.4 Remarks:

(i) locally closed means closed in some open set. The reason for ‘locally closed’ and not ‘closed’
is that the domain of an analytic function is often an open set in C, and not all of C. For
instance, there is no sensible way to extend the definition of the function z 7→ exp(1/z) to
z = 0; and its graph is not closed in C

2.

2



(ii) Some of the literature uses a more restrictive definition of the term multi-valued function,
not including things such as

√
z. But this need not concern us, as we shall not really be

using multi-valued functions in the course.

The Riemann surface S = {(z, w) ∈ C
2 | z = w2} is identified with the complex w-plane by

projection. It is then clear what a holomorphic function on S should be: an analytic function
of w, regarded as a function on S. We won’t be so lucky in general, in the sense that Riemann
surfaces will not be identifiable with their w- or z-projections. However, a class of greatest
importance for us, that of non-singular Riemann surfaces, is defined by the following property:

1.5 Moral definition: A Riemann surface S in C
2 is non-singular if each point (z0, w0) has

the property that

• either the projection to the z-plane

• or the projection to the w-plane

• or both

can be used to identify a neighbourhood of (z0, w0) on S homeomorphically with a disc in the
z-plane around z0, or with a disc in the w-plane around w0.

We can then use this identification to define what it means for a function on S to be holomorphic
near (z0, w0).

1.6 Remark. We allowed concrete Riemann surfaces to be singular. In the literature, that is
usually disallowed (and our singular Riemann surfaces are called analytic sets). We are mostly
concerned with non-sigular surfaces, so this will not cause trouble.

An interesting example

Let us conclude the lecture with an example of a Riemann surface with an interesting shape,
which cannot be identified by projection (or in any other way) with the z-plane or the w-plane.

Start with the function w =
√

(z2 − 1)(z2 − k2) where k ∈ C, k 6= ±1, whose graph is the
Riemann surface

T = {(z, w) ∈ C
2 | w2 = (z2 − 1)(z2 − k2)}.

There are two values for w for every value of z, other than z = ±1 and z = ±k, in which cases
w = 0. A real snapshot of the graph (when k ∈ R) is indicated in Fig. (1.3), where the dotted
lines indicate that the values are imaginary.

3



Near z = 1, z = 1 + ǫ and the function is expressible as

w =
√

ǫ(2 + ǫ)(1 + ǫ + k)(1 + ǫ− k) =
√

ǫ
√

2 + ǫ
√

(1 + k) + ǫ
√

(1− k) + ǫ.

A choice of sign for
√

2(1 + k)(1− k) leads to a holomorphic function√
2 + ǫ

√

(1 + k) + ǫ
√

(1− k) + ǫ for small ǫ, so w =
√

ǫ × (a holomorphic function of ǫ), and
the qualitative behaviour of the function near w = 1 is like that of

√
ǫ =

√
z − 1.

Similarly, w behaves like the square root near −1, ±k. The important thing is that there is no
continuous single-valued choice of w near these points: any choice of w, followed continuously
round any of the four points, leads to the opposite choice upon return.

Defining a continuous branch for the function necessitates some cuts. The simplest way is
to remove the open line segments joining 1 with k and −1 with −k. On the complement of
these segments, we can make a continuous choice of w, which gives an analytic function (for
z 6= ±1,±k). The other ‘branch’ of the graph is obtained by a global change of sign.

Thus, ignoring the cut intervals for a moment, the graph of w breaks up into two pieces, each
of which can be identified, via projection, with the z-plane minus two intervals (Fig. 1.4).

Now over the said intervals, the function also takes two values, except at the endpoints where
those coincide. To understand how to assemble the two branches of the graph, recall that the
value of w jumps to its negative as we cross the cuts. Thus, if we start on the upper sheet and
travel that route, we find ourselves exiting on the lower sheet. Thus,

• the far edges of the cuts on the top sheet must be identified with the near edges of the
cuts on the lower sheet;

• the near edges of the cuts on the top sheet must be identified with the far edges on the
lower sheet;

• matching endpoints are identified;

• there are no other identifications.

A moment’s thought will convince us that we cannot do all this in R
3, with the sheets positioned

as depicted, without introducing spurious crossings. To rescue something, we flip the bottom
sheet about the real axis. The matching edges of the cuts are now aligned, and we can perform
the identifications by stretching each of the surfaces around the cut to pull out a tube. We obtain

4



the following picture, representing two planes (ignore the boundaries) joined by two tubes (Fig.
1.5.a).

For another look at this surface, recall that the function

z 7→ R2/z

identifies the exterior of the circle |z| ≤ R with the punctured disc {|z| < R | z 6= 0}. (This
identification is even bi-holomorphic, but we don’t care about this yet.) Using that, we can pull
the exteriors of the discs, missing from the picture above, into the picture as punctured discs,
and obtain a torus with two missing points as the definitive form of our Riemann surface (Fig.
1.5.b).

Lecture 2

The example considered at the end of the Lecture 1 raises the first serious questions for the
course, which we plan to address once we define things properly: What shape can a Riemann
surface have? And, how can we tell the topological shape of a Riemann surface, other than by
creative cutting and pasting?

The answer to the first question (which will need some qualification) is that any orientable
surface can be given the structure of a Riemann surface. One answer to the second question, at
least for a large class of surfaces, will be the Riemann-Hurwitz theorem (Lecture 6).

2.1 Remark. Recall that a surface is orientable if there is a continuous choice of clockwise
rotations on it. (A non-orientable surface is the Möbius strip; a compact example without
boundary is the Klein bottle.) Orientability of Riemann surfaces will follow from our desire to
do complex analysis on them; notice that the complex plane carries a natural orientation, in
which multiplication by i is counter-clockwise rotation.

Concrete Riemann Surfaces

Historically, Riemann surfaces arose as graphs of analytic functions, with multiple values, defined
over domains in C. Inspired by this, we now give a precise definition of a concrete Riemann
surface; but we need a preliminary notion.
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2.4 The Gamma Function



































2.5. GAMMA FUNCTION: APPLICATIONS 85

2.5 Gamma Function: Applications



ON THE GAMMA FUNCTION AND ITS APPLICATIONS

JOEL AZOSE

1. Introduction

The common method for determining the value of n! is naturally recursive, found
by multiplying 1 ∗ 2 ∗ 3 ∗ ... ∗ (n− 2) ∗ (n− 1) ∗n, though this is terribly inefficient for
large n. So, in the early 18th century, the question was posed: As the definition for
the nth triangle number can be explicitly found, is there an explicit way to determine
the value of n! which uses elementary algebraic operations? In 1729, Euler proved no
such way exists, though he posited an integral formula for n!. Later, Legendre would
change the notation of Euler’s original formula into that of the gamma function that
we use today [1].

While the gamma function’s original intent was to model and interpolate the fac-
torial function, mathematicians and geometers have discovered and developed many
other interesting applications. In this paper, I plan to examine two of those appli-
cations. The first involves a formula for the n-dimensional ball with radius r. A
consequence of this formula is that it drastically simplifies the discussion of which
fits better: the n-ball in the n-cube or the n-cube in the n-ball. The second applica-
tion is creating the psi and polygamma functions, which will be described in more
depth later, and allow for an alternate method of computing infinite sums of rational
functions.

Let us begin with a few definitions: The gamma function is defined for {z ∈
C, z 6= 0,−1,−2, . . . } to be:

(1.1) Γ (z) =

∞
∫

0

sz−1e−sds

Remember some important characteristics of the gamma function:
1) For z ∈ {N \ 0},Γ (z) = z!
2) Γ (z + 1) = zΓ(z)
3) ln(Γ (z)) is convex.

The beta function is defined for {x, y ∈ C, Re(x) > 0, Re(y) > 0} to be:
1
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(1.2) B(x, y) =

∫ 1

0

tx−1(1− t)y−1dt.

Another identity yields:

(1.3) B(x, y) = 2

∫ π/2

0

sin2x−1θ cos2y−1θdθ

Additionally,

(1.4) B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)

A thorough proof of this last identity appears in Folland’s Advanced Calculus [2] on
pages 345 and 346. To summarize, the argument relies primarily on manipulation
of Γ(x) and Γ(y) in their integral forms (1.1), converting to polar coordinates, and
separating the double integral. This identity will be particularly important in our
derivation for the formula for the volume of the n-dimensional ball later in the paper.

With these identities in our toolkit, let us begin.

2. Balls And The Gamma Function

2.1. Volume Of The N-Dimensional Ball. In his article, The Largest Unit Ball

in Any Euclidean Space, Jeffrey Nunemacher lays down the basis for one interesting
application of the gamma function, though he never explicitly uses the gamma func-
tion [3]. He first defines the open ball of radius r of dimenision n, Bn(r), to be the
set of points such that, for 1 ≤ j ≤ n,

(2.1)
∑

x2j < r2.

Its volume will be referred to as Vn(r). In an argument that he describes as being
“accessible to a multivariable calculus class”, Nunemacher uses iterated integrals to
derive his formula. He notes that, by definition:

(2.2) Vn(r) =

∫∫

Bn(r)

. . .

∫

1 dx1 dx2 . . . dxn

By applying (2.1) to the limits of the iterated integral in (2.2) and performing
trigonometric substitutions, he gets the following - more relevant - identity, specific
to the unit ball, where r = 1:
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(2.3) Vn = 2Vn−1

π/2
∫

0

cosnθ dθ

In the rest of The Largest Unit Ball in Any Euclidean Space, Nunemacher goes on
to determine which unit ball in Euclidean space is the largest. (He ultimately shows
that the unit ball of dimension n = 5 has the greatest volume, and that the unit ball
of dimension n = 7 has the greatest surface area, as well as - curiously - noting that
Vn goes to 0 as n gets large. While a surprising result, it is not immediately relevant
to the topics which I aim to pursue here. If interested, I would refer the reader to
Nunemacher’s article directly.) Notice, however, that this formula does not use the
gamma function. We begin the derivation from here of the Gamma function form.

2.2. Derivation. In his 1964 article, On Round Pegs In Square Holes And Square

Pegs In Round Holes [4], David Singmaster uses the following formula for the volume
of an n-dimensional ball:

(2.4) Vn(r) =
πn/2rn

Γ(n/2 + 1)

However, he never shows the derivation of this formula, and other references to
Singmaster’s article claim that the derivation appears explicitly in Nunemacher’s
article. I feel this to be an important omission, and I have endeavored here to recreate
the derivation for the sake of completeness. We shall begin where Nunemacher left
off with equation (2.3).

Recall (1.3) and notice its similarity to (2.3). It quickly becomes apparent that
(2.3) may be rewritten as:

(2.5) Vn(1) = Vn−1(1)B(
1

2
,
n

2
+

1

2
)

Continuing the recursion, we note:

(2.6) Vn−1(1) = Vn−2(1)B(
1

2
,
n

2
)

Consequently,

(2.7) Vn(1) = V1(1)B(
1

2
,
3

2
) . . . B(

1

2
,
n

2
)B(

1

2
,
n

2
+

1

2
)
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where V1(1) = 2 = B(
1

2
, 1). Substituting Gamma for Beta using (1.4) gives:

(2.8) Vn(1) =

[

Γ(
1

2
)Γ(1)

Γ(
3

2
)

Γ(
1

2
)Γ(

3

2
)

Γ(2)
. . .

Γ(
1

2
)Γ(

n

2
)

Γ(
n+ 1

2
)

Γ(
1

2
)Γ(

n+ 1

2
)

Γ(
n

2
+ 1)

]

,

which telescopes to:

(2.9) Vn(1) =

[

(Γ(
1

2
))nΓ(1)

Γ(n/2 + 1)

]

Since Γ(
1

2
) =

√
π and Γ(1) = 1,

(2.10) Vn(1) =
πn/2

Γ(n/2 + 1)

Now the heavy lifting is done. Consider again the recursion relation that we used
in (2.3). This recursion relation holds true for the unit ball - that is, when r = 1.
However, when r = 1, we do not see the r in this equation. Instead, when we take
the more general form, we get the modified recursion relation:

(2.11) Vn = 2rVn−1

π/2
∫

0

cosnθ dθ

Going through the derivation will be virtually identical, except we have dilated the
ball’s size by a factor of r, and its volume by a factor of rn. This finally yields:

(2.12) Vn(r) =
πn/2rn

Γ(n/2 + 1)
,

which is consistent with with our original statement of (2.4). Now the derivation of
the n-ball’s volume using the gamma function is complete, and we may proceed to
an interesting application.



ON THE GAMMA FUNCTION AND ITS APPLICATIONS 5

2.3. The Packing Problem. In the motivation for his article, Singmaster explains
the purpose of his article: “Some time ago, the following problem occurred to me:
which fits better, a round peg in a square hole or a square peg in a round hole?
This can easily be solved once one arrives at the following mathematical formulation
of the problem. Which is larger: the ratio of the area of a circle to the area of
the circumscribed square or the ratio of the area of a square to the area of the
circumscribed circle?” [4]

The formula that we derived in the last section will prove invaluable in finding this.
Since he is focusing on ratios, Singmaster uses the unit ball in both cases, though it
would work similarly with any paired radius.

For the unit ball, the edge of the circumscribed cube is necessarily length 2, since
it is equal in length to a diameter of the unit ball. The edge of the n-cube inscribed
in the unit n-ball has length 2/

√
n, since the diagonal of an n-cube is

√
n times its

edge. (Remember that the diagonal of the n-cube inscribed in the unit n-ball is the
diameter of the n-ball.)

So, we construct formulas for the volume of the relevant balls and cubes using
(2.4) and the facts which we have just stated:

(2.13) V (n) =
πn/2

Γ(n/2 + 1)
,

(2.14) Vc(n) = 2n,

(2.15) Vi(n) =
2n

nn/2
,

where V (n) represents the volume of the unit n-ball (as derived), Vc(n) the volume
of the circumscribed cube, and Vi(n) the volume of the inscribed cube. We consider
now the ratios of (2.13) to (2.14) - that is, a round peg in a square hole - and that
of (2.15) to (2.13) - a square peg in a round hole.

(2.16) R1(n) =
V (n)

Vc(n)
=

πn/2

2nΓ
(n+ 2

2

)

(2.17) R2(n) =
Vi(n)

V (n)
=

2nΓ
(n+ 2

2

)

nn/2πn/2
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He then takes
R1(n)

R2(n)
and applies Stirling’s approximation for the gamma function:

For z large,

(2.18) Γ(z) ∼ zz−1/2 e−z
√

2π

Singmaster shows that as n goes to infinity, this ratio goes to zero. So, for large
enough n, R2(n) is greater. By simple numerical evaluation, he determines the
tipping point to be when n = 9. The most important result of this article is the
following theorem:

Theorem. The n-ball fits better in the n-cube better than the n-cube fits in the n-ball

if and only if n ≤ 8.

3. Psi And Polygamma Functions

In addition to the earlier, more frequently used definitions for the gamma function,
Weierstrass proposed the following:

(3.1)
1

Γ(z)
= z eγz

∞
∏

n=1

(1 + z/n) e−z/n,

where γ is the Euler-Mascheroni constant. Van der Laan and Temme reference
another proof of this by Hochstadt [1]. This will be useful in developing the new
gamma-related functions in the subsections to follow, as well as important identities.
Ultimately, we will provide definitions for the psi function - also known as the
digamma function - as well as the polygamma functions. We will then examine
how the psi function proves to be useful in the computation of infinite rational sums.

3.1. Definitions. Traditionally, ψ(z) is defined to be the derivative of ln(Γ(z)) with

respect to z, also denoted as
Γ′(z)

Γ(z)
. Just as with the gamma function, ψ(z) is defined

for {z ∈ C, z 6= 0,−1,−2, . . . }. Van der Laan and Temme provide several very useful
definitions for the psi function. The most well-known representation, derived from
(3.1) and the definition of ψ(z), is as follows:

(3.2) ψ(z) = −γ − 1

z
+

∞
∑

n=1

z

n(z + n)
,

though the one that we will ultimately use in the following subsection to compute
sums is defined thusly:
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(3.3) ψ(z) = −γ −
1
∫

0

tz−1 − 1

1− t
dt

This integral holds true for Re(z) > −1, and can be verified by expanding the
denominator of the integrand and comparing to (3.2). These two are the most
important definitions for the psi function, and they are the two that we will primarily
use.

We will now define the polygamma functions, ψ(k).This is a family of functions
stemming from the gamma and digamma functions. They are useful because they
lead to better- and better-converging series. As you might imagine from the notation,
the polygamma functions are the higher-order derivatives of ψ(z). Consider these
examples from repeated differentiation of (3.2):

(3.4) ψ′(z) =
∞
∑

n=0

(z + n)−2, ψ(k)(z) = (−1)k+1k!
∞
∑

n=0

(z + n)−k−1

Again, we note that, as k increases, ψ(k)(z) becomes more and more convergent.
Now, though, we will set aside the polygamma functions and turn our focus back to
the psi function and its utility in determining infinite sums.

3.2. Use In The Computation Of Infinite Sums. Late in their chapter on some
analytical applications of the gamma, digamma, and polygamma functions, van der
Laan and Temme state: “An infinite series whose general term is a rational function
in the index may always be reduced to a finite series of psi and polygamma functions”
[1].

Let us consider the following specific problem to motivate more general results
given at the end of this section.

(3.5) Evaluate
∞
∑

n=1

1

(n+ 1)(3n+ 1)
.

We begin by expressing the summand as un, noting that un =
1

3

(

1

(n+ 1)(n+ 1/3)

)

.

Then we perform partial fraction decomposition to yield that
1

(n+ 1)(n+ 1/3)
=
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3/2

n+ 1
− 3/2

n+ 1/3
, so un =

1

2

(

1

n+ 1
− 1

n+ 1/3

)

. Remember the identity that, for

all A > 0,

(3.6)
1

A
=

∞
∫

0

e−Axdx

This identity can be applied, since both denominators of both fractions are necessarily
greater than 0. So the sum in (3.5) can be rewritten as:

∞
∑

n=1

1

(n+ 1)(3n+ 1)
=

1

2

∞
∑

n=1

[ ∞
∫

0

e−(n+1)xdx−
∞
∫

0

e−(n+1/3)xdx

]

=
1

2

∞
∑

n=1

[ ∞
∫

0

e−nxe−xdx−
∞
∫

0

e−nxe−(1/3)xdx

]

=
1

2

∞
∑

n=1

[ ∞
∫

0

e−nx(e−x − e−(1/3)x)dx

]

=
1

2
lim

N→∞

(

N
∑

n=1

[ ∞
∫

0

e−nx(e−x − e−(1/3)x)dx

])

Remember from the study of infinite series that
N
∑

n=0

xn =
1− xN+1

1− x
. When we

subtract the first term of the series, x0 = 1, we get the following result:

(3.7)
N
∑

n=1

xn =
x(1− xN)

1− x
.

Plugging in e−x for x, we see:

(3.8)
N
∑

n=1

e−nx =
e−x(1− e−Nx)

1− e−x

Consider the relevant summation. Due to appropriate convergences following from
the monotone convergence theorem, we can interchange the summation and integra-
tion and continue our manipulations of the sum.
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∞
∑

n=1

1

(n+ 1)(3n+ 1)
=

1

2
lim

N→∞

[ ∞
∫

0

e−x(1− e−Nx)

1− e−x
(e−x − e−(1/3)x)dx

]

=
1

2

∞
∫

0

e−x(e−x − e−(1/3)x)

1− e−x
dx

Now we make use of a change of variables. Let t = e−x. Consequently, −e−xdx = dt.
We will make this substitution. The negative sign due to this change of variable
cancels with the one created by switching the limits of the integral, to yield the
following:

∞
∑

n=1

1

(n+ 1)(3n+ 1)
=

1

2

1
∫

0

t− t1/3

1− t
dt

=
1

2

1
∫

0

(t− 1)− (t1/3 − 1)

1− t
dt

=
1

2

1
∫

0

t− 1

1− t
dt− 1

2

1
∫

0

t1/3 − 1

1− t
dt

Compare the two integrals on the right hand side of the above equation to the formula
for ψ(z) in (3.3). It becomes obvious that the substitution can be made with the psi
function to yield our final result:

(3.9)
∞
∑

n=1

1

(n+ 1)(3n+ 1)
=

1

2
ψ(4/3)− 1

2
ψ(2).

Professor Efthimiou of Tel Aviv University puts forth a theorem regarding series of
the form

(3.10) S(a, b) =
∞
∑

n=1

1

(n+ a)(n+ b)
,

where a 6= b, and {a, b ∈ C;Re(a), Re(b) > 0} that generalizes the result which we
have shown for a specific example above:



10 JOEL AZOSE

Theorem. S(a, b) =
ψ(b+ 1)− ψ(a+ 1)

b− a
. [5]

Let it be noted that, at present, our utility of psi functions in the calculation
of infinite sums is relegated to strictly positive fractions. (Admittedly, even this is
handy in a pinch, though it is hardly ideal.) However, I hope that the thorough
calculation of this example is proof enough for the reader that this derivation can
be made, and that the same argument could be made for a similar - that is, strictly
positive - function with a denominator of degree 2. If a doubt persists, I urge the
reader to create a rational function of this form and follow the same steps as my
proof to derive an equivalence with a sum of psi and/or polygamma functions.

4. Future Works

Van der Laan and Temme propose that every infinite series of rational functions
may be reduced to a finite series of psi and polygamma functions. This seems plau-
sible, but the statement requires more rigorous examination to be taken as sound.
The subjects that I would like to delve the most deeply into are what I touched on
at the very end with Prof. Efthimiou’s theorem and the limits on the utility of the
psi function in the calculation of infinite sums. I think that it would be a worthwhile
endeavor to try to formulate an analogue of Efthimiou’s theorem for a function with
denominator of degree n. Finally, I would like to work on examining what could be
done with infinite sums of fractions that are not strictly positive. I would like to
determine if there is a similar formula for these series, as well.

5. Conclusion

In the first section of this paper, we provided definitions for the gamma function.
We then went through a gamma derivation for the formula of the volume of an n-ball
and used that in working with ratios involving inscribed and circumscribed cubes to
determine the following:

Theorem. The n-ball fits better in the n-cube better than the n-cube fits in the n-ball

if and only if n ≤ 8.

In the second section, we presented the psi - also known as the digamma - function
and the family of polygamma functions. We expressed a specific infinite sum as the
finite sum of psi functions as motivation for the following more general result:

Theorem. For a 6= b, and {a, b ∈ C;Re(a), Re(b) > 0},
∞
∑

n=1

1

(n+ a)(n+ b)
=

ψ(b+ 1)− ψ(a+ 1)

b− a
.
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Lecture 8

The Zeta Function of
Riemann

1 Elementary Properties of ζ(s) [16, pp.1-9]

We defineζ(s), for scomplex, by the relation 66

ζ(s) =
∞
∑

n=1

1
ns , s= σ + it, σ > 1. (1.1)

We definexs, for x > 0, aseslog x, where logx has its real determination.
Then |ns| = nσ, and the series converges forσ > 1, and uniformly
in any finite region in whichσ ≥ 1 + δ > 1. Henceζ(s) is regular
for σ ≥ 1 + δ > 1. Its derivatives may be calculated by termwise
differentiation of the series.

We could expressζ(s) also as an infinite product called theEuler
Product:

ζ(s) =
∏

p

(

1−
1
ps

)−1

, σ > 1, (1.2)

wherep runs through all the primes (known to be infinite in number!).
It is the Euler product which connects the properties ofζ with the prop-
erties of primes.The infinite product is absolutely convergent forσ > 1,

63
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since the corresponding series

∑

p

∣

∣

∣

∣

∣

1
ps

∣

∣

∣

∣

∣

=

∑

p

1
pσ
< ∞, σ > 1

Expanding each factor of the product, we can write it as

∏

p

(

1+
1
ps +

1
p2s
+ · · ·

)

Multiplying out formally we get the expression (1.1) by the unique67

factorization theorem. This expansion can be justified as follows:

∏

p≤p

(

1+
1
ps +

1
p2s
+ · · ·

)

= 1+
1
ns

1

+
1
ns

2

+ · · · ,

wheren1,n2, . . . are those integers none of whose prime factors exceed
P. Since all integers≤ P are of this form, we get

∣

∣

∣

∣

∣

∣

∣

∣

∞
∑

n=1

1
ns −

∏

p≤P

(

1−
1
p2

)−1
∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∞
∑

n=1

1
ns − 1−

1
ns

1

−
1
ns

2

− · · ·

∣

∣

∣

∣

∣

∣

∣

≤
1

(P+ 1)σ
+

1
(P+ 2)σ

+ · · ·

→ 0, asP→ ∞, if σ > 1.
Hence (1.2) has been established forσ > 1, on the basis of (1.1).

As an immediate consequence of (1.2) we observe thatζ(s) has no zeros
for σ > 1, since a convergent infinite product of non-zero factors is
non-zero.

We shall now obtain a few formulae involvingζ(s) which will be of
use in the sequel. We first have

logζ(s) = −
∑

p

log

(

1−
1
p2

)

, σ > 1. (1.3)



1. Elementary Properties ofζ(s) 65

If we write π(x) =
∑

p≤x
1, then

logζ(s) = −
∞
∑

n=2

{π(n) − π(n− 1)} log

(

1−
1
ns

)

= −

∞
∑

n=2

π(n)

[

log

(

1−
1
ns

)

− log

(

1−
1

(n+ 1)s

)]

=

∞
∑

n=2

π(n)

n+1
∫

n

s
x(xs− 1)

dx

68

Hence

logζ(s) = s

∞
∫

2

π(x)
x(xs− 1)

dx, σ > 1. (1.4)

It should be noted that the rearrangement of the series preceding the
above formula is permitted because

π(n) ≤ n and log

(

1−
1
ns

)

= O(n−σ).

A slightly different version of (1.3) would be

logζ(s) =
∑

p

∑

m

1
mpms, σ > 1 (1.3)′

where p runs through all primes, andm through all positive integers.
Differentiating (1.3), we get

−
ζ′(s)
ζ(s)

=

∑

p

p−s log p
1− p−s =

∑

p,m

∑ logρ
pms ,

or

ζ′(s)
ζ(s)

=

∞
∑

n=1

∧(n)
ns , σ > 1 , (1.5)
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where∧(n) =















log p, if n is a+ ve power of a primep

0, otherwise.
69

Again

1
ζ(s)
=

∏

p

(

1−
1
ps

)

=

∞
∑

n=1

µ(n)
ns , σ > 1 (1.6)

(1.6) whereµ(1) = 1, µ(n) = (−1)k if n is the product ofk different
primes,µ(n) = 0 if n contains a factor to a power higher than the first.

We also have

ζ2(s) =
∞
∑

n=1

d(n)
ns , σ > 1

whered(n) denotes the number of divisors ofn, including 1 andn. For

ζ2(s) =
∞
∑

m=1

1
ms ·

∞
∑

n=1

1
ns =

∞
∑

µ=1

1
µs

∑

mn=µ

1

More generally

ζk(s) =
∞
∑

n=1

dk(n)
ns , σ > 1 (1.7)

wherek = 2,3,4, . . ., anddk(n) is the number of ways of expressingn70

as a product ofk factors.
Further

ζ(s) · ζ(s− a) =
∞
∑

m=1

1
ms

∞
∑

n=1

na

ns ,

=

∞
∑

µ=1

1
µs ·

∑

mn=µ

na,

so that

ζ(s) · ζ(s− a) =
∞
∑

µ=1

σ2(µ)
µδ

(1.8)



1. Elementary Properties ofζ(s) 67

whereσa(µ) denotes the sum of theath powers of the divisors ofµ.
If a , 0, we get, from expanding the respective terms of the Euler

products,

ζ(a)ζ(s− a) =
∏

p

(

1+
1
ps +

1
p2s
+ · · ·

) (

1+
pa

ps +
p2a

p2a
+ · · ·

)

=

∏

p

(

1+
1+ pa

ps +
1+ pa

+ p2a

p2s
+ · · ·

)

=

∏

p

(

1+
1− p2a

1− pa ·
1
ps + · · ·

)

Using (1.8) we thus get

σ2(n) =
1− p(m1+1)a

1

1− pa
1

. . .
1− p(mr+1)a

r

1− pa
r

(1.9)

if n = pm1
1 , p

m2
2 . . . p

mr
r by comparison of the coefficients of

1
ns. 71

More generally, we have

ζ(s) · ζ(s− a) · ζ(s− b) · ζ(s− a− b)
ζ(2s− a− b)

=

∏

p

1− p−2s+a+b

(1− p−s)(1− p−s+a)(1− p−s+b)

(1− p−s+a+b)

for σ > max{1,Rea+ 1, Reb+ 1,Re(a+ b) + 1}. Puttingp−s
= z, we

get the general term in the right hand side equal to

1− pa+bz2

(1− z) · (1− paz) · (1− pbz)(1− pa+bz)

=
1

(1− pa)(1− pb)

{

1
1− z

−
pa

1− paz
−

pb

1− pbz
+

pa+b

1− pa+bz

}

=
1

(1− pa)(1− pb)

∞
∑

m=0

{

1− p(m+1)a − p(m+1)b
+ p(m+1)(a+b)

}

zm

=
1

(1− pa)(1− pb)

∞
∑

m=o

{

1− p(m+1)a
} {

1− p(m+1)b
}

zm
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Hence 72

ζ(s) · ζ(s− a)ζ(s− b) · ζ(s− a− h)
ζ(2s− a− b)

=

∏

p

∞
∑

m=0

1− p(m+1)a

1− pa ·
1− p(m+1)b

1− pb
·

1
pms

Now using (1.9) we get

ζ(s) · ζ(s− a) · ζ(s− b)ζ(s− a− b)
ζ(2s− a− b)

=

∞
∑

n=1

σa(n)σb(n)
ns (1.10)

σ > max{1,Rea+ 1,Reb+ 1,Re(a+ b) + 1}

If a = b = 0, then

{ζ(s)}4

ζ(2s)
=

∞
∑

n=1

{d(n)2}

ns , σ > 1. (1.11)

If α is real, andα , 0, we writeαi for a and−αi for b in (1.10), and
get

ζ2(s)ζ(s− αi)ζ(s+ αi)
ζ(2s)

=

∞
∑

n=1

|σαi(n)|2

ns , σ > 1, (1.12)

whereσαi(n) =
∑

d/n
dαi .



Lecture 11

The Zeta Function of
Riemann (Contd)

3 Analytic continuation of ζ(s). First method [16,
p.18]

92
We have, forσ > 0,

Γ(s) =

∞
∫

0

xs−1e−xdx.

Writing nx for x, and summing overn, we get

∞
∑

n=1

Γ(s)
ns =

∞
∑

n=1

∞
∫

n=0

xs−1e−nxdx

=

∞
∫

0















∞
∑

n=1

e−nx















xs−1dx, if σ > 1.

since

∞
∑

n=1

∣

∣

∣

∣

∣

∣

∣

∣

∞
∫

xs−1e−nxdx

∣

∣

∣

∣

∣

∣

∣

∣

≤
∞
∑

n=1

∞
∫

0

xσ−1e−nxdx=
∞
∑

n=1

Γ(σ)
nσ
< ∞,

87
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if σ > 1. Hence

∞
∑

n=1

Γ(s)
ns =

∞
∫

0

e−x

1− e−x xs−1dx=

∞
∫

0

xs−1dx
ex − 1

or

Γ(s)ζ(s) =

∞
∫

0

xs−1

ex − 1
dx, σ > 1

In order to continueζ(s) analytically all over thes-plane, consider
the complex integral

I (s) =
∫

C

zs−1

e− 1
dz

whereC is a contour consisting of the real axis from+∞ to ρ, 0 < ρ <
2π, the circle|z| = ρ; and the real axis fromρ to∞. I (s), if convergent,93

is independent ofρ, by Cauchy′s theorem.
Now, on the circle|z| = ρ, we have

|zs−1| = |e(s−1) logz| = |e{(σ−1)+it}{log |z|+i argz}|
= e(σ−1) log|z|−t argz

= |z|σ−1e2π|t|,

while
|ez− 1| > A|z|;

Hence, for fixeds,

|
∫

|z|=ρ

| ≤ 2πρ · ρσ−1

Aρ
· e2π|t| → 0 asρ→ 0, if σ > 1.

Thus, on lettingρ→ 0, we get, ifσ > 1,

I (s) = −
∞

∫

0

xs−1

ex − 1
dx+

∞
∫

0

(xe2πi)s−1

ex − 1
dx
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= −Γ(s)ζ(s) + e2πis
Γ(s)ζ(s)

= Γ(s)ζ(s)(e2πs− 1).

Using the result

Γ(s)Γ(1− s) =
π

sinπs
we get 94

I (s) =
ζ(s)
Γ(1− s)

· 2πi. e2πis − 1
eπis − e−πis

=
ζ(s)
Γ(1− s)

· 2πi · eπis,

or

ζ(s) =
e−iπs
Γ(1− s)
2πi

∫

C

zs−1dz
ez− 1

, σ > 1.

The integral on the right is uniformly convergent in any finite region of
the s-plane (by obvious majorization of the integrand), and so defines
an entire function. Hence the above formula, proved first forσ > 1,
definesζ(s), as a meromorphic function, all over thes-plane. This only
possible poles are the poles ofΓ(1− s), namelys= 1,2,3, . . .. We know
thatζ(s) is regular fors = 2,3, . . . (As a matter of fact,I (s) vanishes at
these points). Hence the only possible pole is ats= 1.

Hence

I (1) =
∫

C

dz
ez− 1

= 2πi,

while

Γ(1− s) = − 1
s− 1

+ · · ·

Hencethe residue ofζ(s) at s= 1 is 1.
We see in passing, since

1
ez− 1

=
1
z
− 1

2
+ B1

z
2!
− B2

z3

4!
+ · · ·

that 95

ζ(0) = −1
2
, ζ(−2m) = 0, ζ(1− 2m) =

(−1)mBm

2m
,m= 1,2,3, . . .
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4 Functional Equation (First method) [16, p.18]

Consider the integral
∫

zs−1dz
ez− 1

taken alongCn as in the diagram.

BetweenC andCn, the integrand has poles at

±2iπ, . . . ,±2niπ.

The residue at
2mπi is (2mπe

π
2 i)s−1

while the residue at−2mπi is (2mπe3/2πi)s−1; taken together they amount
to

(2mπ)eπi(s−1)
[

e
πi
2 (s− 1)+ e−

πi
2 (s−1)

]

= (2mπ)s−1eπi(s−1)2 cos
π

2
(s− 1)

= −2(2mπ)s−1eπis sin
π

2
s
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Hence96

I (s) =
∫

Cn

zs−1dz
ez− 1

+ 4πi
sinπs

2
eπis

n
∑

m=1

(2mπ)s−1

by the theorem of residues.
Now letσ < 0, andn→ ∞. Then, onCn,

|zs−1| = O(|z|σ−1) = O(nσ−1),

and
1

ez− 1
= O(1),

for

|ez− 1|2 = |ex+iy − 1|2 = |ex(cosy+ i siny) − 1|2

= e2x − 2ex cosy+ 1,

which, on the vertical lines, is≥ (ex − 1)2 and, on the horizontal lines,
= (ex

+ 1)2. (since cosy = −1 there).
Also the length of the square-path isO(n). Hence the integral round

the square→ 0 asn→ ∞.
Hence

I (s) = 4πieπis
sinπs

2

∞
∑

m=1

(2mπ)s−1

= 4πieπis sin
πs
2
· (2π)s−1ζ(1− s), if σ < 0.

or 97

ζ(s)Γ(s)(e2πis − 1) = (4πi)(2π)s−1eπis sin
πs
2
ζ(1− s)

= 2πieπis
ζ(s)
Γ(1− s)

Thus

ζ(s) = Γ(1− s)ζ(1− s)2sπs−1 sin
πs
2

,
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for σ < 0, and hence, by analytic continuation, for all values ofs (each
side is regular except for poles!).

This is the functional equation.
Since

Γ

( x
2

)

Γ

(

x+ 1
2

)

=

√
π

2x−1
Γ(x),

we get, on writingx = 1− s,

2−s
Γ

(

1− s
2

)

Γ

(

1− s
2

)

=
√
πΓ(1− s);

also
Γ

( s
2

)

Γ

(

1− s
2

)

=
π

sin πs2
Hence

Γ(1− s) = 2−s
Γ

(

1− s
2

)

{

Γ

( s
2

)}−1√
π{sin

πs
2
}−1

Thus

π−s/2
Γ(s/2)ζ(s) = π−

(1−s)
2 Γ

(

1− s
2

)

ζ(1− s)

If98

ξ(s) ≡ 1
2

s(s− 1)π−s/2
Γ(s/2)ζ(s)

≡ 1
2

s(s− 1)η(s),

thenη(s) = η(1 − s) andξ(s) = ξ(1 − s). If ≡ (z) = ξ(1
2 + iz), then

≡ (z) ≡ (−z).

5 Functional Equation (Second Method) [16, p.13]

Consider the lemma given in Lecture 9, and writeλn = n, an = 1,
φ(x) = x−s in it. We then get

∑

n≤x

n−s
= s

X
∫

1

[x]
xs+1

dx+
[X]
Xs , if X ≥ 1.
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=
s

s− 1
− s

(s− 1)Xs−1
− s

X
∫

1

x− [x]
xs+1

dx+
1

Xs−1
− X − [X]

Xs

Since
∣

∣

∣

∣

∣

1
Xs−1

∣

∣

∣

∣

∣

= 1/Xσ−1, and
∣

∣

∣

∣

∣

X − [X]
Xs ≤ 1/Xσ,

∣

∣

∣

∣

∣

we deduce, on makingX→ ∞,

ζ(s) =
s

s− 1
− s

∞
∫

1

x− [x]
xs+1

dx, if σ > 1

or

ζ(s) = s

∞
∫

1

[x] − x+ 1
2

xs+1
dx+

1
s− 1

+
1
2

, if σ > 1

5.1 Since [x] − x +
1
2

is bounded, the integral on the right hand side99

converges forσ > 0, and uniformly in any finite region to the right of
σ = 0. Hence it represents an analytic function ofs regular forσ > 0,
and so provides the continuation ofζ(s) up toσ = 0, ands= 1 is clearly
a simple pole with residue 1.

For 0< σ < 1, we have, however,

1
∫

0

[x] − x

xs+1
dx= −

1
∫

0

x−sdx=
1

s− 1
,

and

s
2
=

∞
∫

1

dx

xs+1
=

1
2

Hence
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5.2

ζ(s) = s

∞
∫

0

[x] − x

xs+1
dx, 0 < σ < 1

We have seen that (5.1) gives the analytic continuation up toσ = 0.
By refining the argument dealing with the integral on the right-hand side
of (5.1) we can get the continuation all over thes-plane. For, if

f (x) ≡ [x] − x+
1
2
, f1(x) ≡

x
∫

1

f (y)dy,

then f1(x) is alsobounded, since
n+1
∫

n
f (y)dy= 0 for any integern.

Hence100

x2
∫

x1

f (x)
xs+1

dx=
f1(x)
xs+1























x2

x1

+ (s+ 1)

x2
∫

x1

f1(x)
xs+2

dx

→ 0, asx1→ ∞, x2→ ∞,

if σ > −1.

Hence the integral in (5.1) converges forσ > −1.
Further

s

1
∫

0

[x] − x+ 1
2

xs+1
dx=

1
s− 1

+
1
2
, for σ < 0;

ζ(s) = s

∞
∫

0

[x] − x+ 1
2

xs+1
dx, −1 < σ < 0 (5.3)

Now the function [x] − x+ 1
2 has the Fourier expansion

∞
∑

n=1

sin 2nπx
nπ
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if x is not an integer. The series is boundedly convergent. If we substi-
tute it in (5.3), we get

ζ(s) =
s
π

∞
∑

n=1

1
n

∞
∫

0

sin 2nπx
xs+1

dx

=
s
π

∞
∑

n=1

(2nπ)s

n

∞
∫

0

siny

ys+1
dy

ζ(s) =
s
π

(2π)s{−Γ(1− s)} sin
sπ
2
ζ(1− s),

5.4 If termwise integration is permitted,for −1 < σ < 0. The right 101

hand side is, however, analytic for all values ofssuch thatσ < 0. Hence
(5.4) provides the analytic continuation (not only for−1 < σ < 0) all
over thes-plane.

The term-wise integration preceding (5.4) is certainly justified over
anyfinite range since the concerned series is boundedly convergent. We
have therefore only to prove that

lim
X→∞

∞
∑

n=1

1
n

∞
∫

X

sin 2nπx
xs+1

dx= 0,−1 < σ < 0

Now

∞
∫

X

sin 2nπx
xs+1

dx=

[

−cos 2nπx
2nπxs+1

]∞

X
− s+ 1

2nπ

∞
∫

X

2nπx

xs+2
dx

= O

(

1
nXσ+1

)

+O





















1
n

∞
∫

X

dx

xσ+2





















= O

(

1
nXσ+1

)
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and hence

lim
X→∞

∞
∑

n=1

1
n

∞
∫

X

sin 2nπx
xs+1

dx= 0, if − 1 < σ < 0

This completes the analytic continuation and the proof of the Func-
tional equation by the second method.

As a consequence of (5.1), we get

lim
s→1

{

ζ(s) − 1
s− 1

}

=

∞
∫

1

[x] − x+ 1
2

x2
dx+

1
2

= lim
n→∞

n
∫

1

[x] − x

x2
dx+ 1

= lim
n→∞























n−1
∑

m=1

m

m+1
∫

m

dx

x2
− logn+ 1























= lim
n→∞















n−1
∑

m=1

1
m+ 1

+ 1− logn















= γ

102

Hence, nears= 1, we have

ζ(s) =
1

s− 1
+ γ +O(|s− 1|)



114 CHAPTER 2. SPECIAL FUNCTIONS

2.7 Error Function and Applications
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2.8 Cylinder Functions
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2.9 Cylinder Functions: Aplications
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2.10 Hypergeometric Functions

























































































2.11. ASYMPTOTIC EXPANSION AND MELLIN-BARNES TRANSFORM 235

2.11 Asymptotic Expansion and Mellin-Barnes transform



Barnes’ integral representation

The Mellin transform of a function is given by

F (s) :=

∫ ∞

0
xs−1f(x) dx.

The inversion formula is given by

f(x) =
1

2πi

∫ c+i∞

c−i∞
x−sF (s) ds, c > 0.

Note that the definition of the gamma function,

Γ(s) =

∫ ∞

0
xs−1e−x dx, Re s > 0,

implies that Γ(s) is the Mellin transform of e−x. The inversion formula reads

e−x =
1

2πi

∫ c+i∞

c−i∞
x−sΓ(s) ds, c > 0. (1)

This can be proved directly by using Cauchy’s residue theorem. Consider the rectangular
contour C with vertices c ± iR (c > 0) and −(N + 1/2) ± iR, where N is a positive integer.
Then the poles of Γ(s) inside this contour are at 0,−1,−2, . . . ,−N with residues (−1)j/j! for
j = 0, 1, 2, . . . , N respectively. Hence, Cauchy’s residue theorem implies that

1

2πi

∫

C

x−sΓ(s) ds =

N
∑

j=0

(−1)j

j!
xj .

Now we let R and N tend to infinity. Then Stirling’s asymptotic formula for the gamma
function implies that the integral on C minus the line joining c− iR and c + iR tends to zero.
Hence we have

1

2πi

∫ c+i∞

c−i∞
x−sΓ(s) ds = lim

N→∞

N
∑

j=0

(−1)j

j!
xj =

∞
∑

j=0

(−x)j

j!
= e−x.

This proves (1).

Another example of a Mellin transform is:

B(s, t) =

∫ 1

0
xs−1(1− x)t−1 dx, Re s > 0, Re t > 0.

This implies that the beta function B(s, t) is de Mellin transform of the function

f(x) :=

{

(1− x)t−1, 0 < x < 1

0, x ≥ 1.

1



The inversion formula then reads

f(x) =
1

2πi

∫ c+i∞

c−i∞
x−sB(s, t) ds =

Γ(t)

2πi

∫ c+i∞

c−i∞
x−s Γ(s)

Γ(s + t)
ds, Re t > 0, c > 0.

Another representation of the beta function is:

B(s, t) =

∫ ∞

0

xs−1

(1 + x)s+t
dx, Re s > 0, Re t > 0.

This implies that the beta function B(s, t− s) is the Mellin transform of the function

g(x) =
1

(1 + x)t
.

The inversion formula then reads

1

(1 + x)t
= g(x) =

1

2πi

∫ c+i∞

c−i∞
x−sB(s, t− s) ds

=
1

2πi

1

Γ(t)

∫ c+i∞

c−i∞
x−sΓ(s)Γ(t− s) ds, 0 < c < Re t.

These examples suggest that we might obtain a complex integral representation for the hy-
pergeometric function 2F1 by finding its Mellin transform:

∫ ∞

0
xs−1

2F1

(

a, b

c
; −x

)

dx =

∫ ∞

0
xs−1 Γ(c)

Γ(b)Γ(c− b)

∫ 1

0
tb−1(1− t)c−b−1(1 + xt)−a dt dx

=
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0
tb−1(1− t)c−b−1

∫ ∞

0

xs−1

(1 + xt)a
dx dt.

Here we used Euler’s integral representation for the 2F1. The substitution xt = u now gives

∫ ∞

0

xs−1

(1 + xt)a
dx = t−s

∫ ∞

0

us−1

(1 + u)a
du = t−s B(s, a− s) = t−s Γ(s)Γ(a− s)

Γ(a)
.

Hence we have

∫ ∞

0
xs−1

2F1

(

a, b

c
; −x

)

dx =
Γ(c)

Γ(b)Γ(c− b)

Γ(s)Γ(a− s)

Γ(a)

∫ 1

0
tb−s−1(1− t)c−b−1 dt

=
Γ(c)Γ(s)Γ(a− s)

Γ(b)Γ(c− b)Γ(a)
B(b− s, c− b)

=
Γ(c)Γ(s)Γ(a− s)

Γ(b)Γ(c− b)Γ(a)

Γ(b− s)Γ(c− b)

Γ(c− s)

=
Γ(c)

Γ(a)Γ(b)

Γ(s)Γ(a− s)Γ(b− s)

Γ(c− s)
.

2



Here we assumed that min (Re a,Re b) > Re s > 0. Applying the inversion formula for the
Mellin transform we might expect that

Γ(a)Γ(b)

Γ(c)
2F1

(

a, b

c
; x

)

=
1

2πi

∫ k+i∞

k−i∞

Γ(s)Γ(a− s)Γ(b− s)

Γ(c− s)
(−x)−s ds

for min (Re a,Re b) > k > 0 and c 6= 0,−1,−2, . . ..
In fact, this is Barnes’ integral representation for the 2F1 which is usually written as:

Theorem 1.

Γ(a)Γ(b)

Γ(c)
2F1

(

a, b

c
; z

)

=
1

2πi

∫ i∞

−i∞

Γ(a + s)Γ(b + s)Γ(−s)

Γ(c + s)
(−z)s ds, | arg(−z)| < π. (2)

The path of integration is curved, if necessary, to separate the poles s = −a−n and s = −b−n
from the poles s = n with n ∈ {0, 1, 2, . . .}. Such a contour always exists if a and b are not

negative integers.

Proof. Let C be the closed contour formed by a part of the curve used in the theorem from
−(N + 1/2)i to (N + 1/2)i together with the semicircle of radius N + 1/2 to the right of the
imaginary axis with 0 as center. We first show that the above integral defines an analytic
function for | arg(−z)| ≤ π − δ with δ > 0. By using Euler’s reflection formula and Stirling’s
asymptotic formula for the gamma function we find for the integrand:

Γ(a + s)Γ(b + s)Γ(−s)

Γ(c + s)
(−z)s = −Γ(a + s)Γ(b + s)

Γ(c + s)Γ(1 + s)

π

sinπs
(−z)s ∼ −sa+b−c−1 π

sinπs
(−z)s.

For s = it we have

−sa+b−c−1 π

sinπs
(−z)s = −(it)a+b−c−1 2πi

eit(ln |z|+i arg(−z))

e−πt − eπt
= O(|t|a+b−c−1e−|t|δ)

for | arg(−z)| ≤ π − δ. This shows that the integral represents an analytic function in
| arg(−z)| ≤ π − δ for every δ > 0, which implies that it is analytic for | arg(−z)| < π.

On the semicircular part of the contour C the integrand is

O(Na+b−c−1)
(−z)s

sinπs

for large N . For s = (N + 1/2)eiθ and |z| < 1 we have

(−z)s

sinπs
= O

[

e(N+1/2)(cos θ ln |z|−sin θ arg(−z)−π| sin θ|)
]

.

Since −π + δ ≤ arg(−z) ≤ π − δ, the last expression is

O
[

e(N+1/2)(cos θ ln |z|−δ| sin θ|)
]

.

Now we have cos θ ≥ 1
2

√
2 for 0 ≤ |θ| ≤ π/4 and | sin θ| ≥ 1

2

√
2 for π/4 ≤ |θ| ≤ π/2. Hence,

since ln |z| < 0, the integrand is







O
(

Na+b−c−1e
1

2

√
2(N+1/2) ln |z|

)

, 0 ≤ |θ| ≤ π/4

O
(

Na+b−c−1e−
1

2

√
2(N+1/2)δ

)

, π/4 ≤ |θ| ≤ π/2.
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This implies that the integral on the semicircle tends to zero for N →∞. The residue theorem
then implies that the integral tends to the limit of the sums of the residues at s = n with
n ∈ {0, 1, 2, . . .}, id est

∞
∑

n=0

Γ(a + n)Γ(b + n)

Γ(c + n)n!
zn =

Γ(a)Γ(b)

Γ(c)

∞
∑

n=0

(a)n(b)n

(c)n

zn

n!
=

Γ(a)Γ(b)

Γ(c)
2F1

(

a, b

c
; z

)

.

This proves Barnes’ integral representation (2).

The Mellin transform has a convolution property, which can be obtained as follows. Assume
that

F (s) =

∫ ∞

0
xs−1f(x) dx and G(s) =

∫ ∞

0
xs−1g(x) dx,

then we have

f(x) =
1

2πi

∫ c+i∞

c−i∞
F (s)x−s ds and g(x) =

1

2πi

∫ c+i∞

c−i∞
G(s)x−s ds.

This implies that

∫ ∞

0
xs−1f(x)g(x) dx =

1

2πi

∫ ∞

0
xs−1g(x)

(
∫ c+i∞

c−i∞
F (t)x−t dt

)

dx

=
1

2πi

∫ c+i∞

c−i∞
F (t)

(
∫ ∞

0
xs−t−1g(x) dx

)

dt

=
1

2πi

∫ c+i∞

c−i∞
F (t)G(s− t) dt.

As an application we consider

f(x) =
xb

(1 + x)a
←→ F (s) =

Γ(b + s)Γ(a− b− s)

Γ(a)

and

g(x) =
xd

(1 + x)c
←→ G(s) =

Γ(d + s)Γ(c− d− s)

Γ(c)
,

which leads to

1

2πi

∫ k+i∞

k−i∞

Γ(b + s)Γ(a− b− s)Γ(d + 1− s)Γ(c− d− 1 + s)

Γ(a)Γ(c)
ds

=
1

2πi

∫ k+i∞

k−i∞
F (s)G(1− s) ds =

∫ ∞

0
f(x)g(x) dx =

∫ ∞

0

xb+d

(1 + x)a+c
dx

= B(b + d + 1, a + c− b− d− 1) =
Γ(b + d + 1)Γ(a + c− b− d− 1)

Γ(a + c)
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for a suitable k. By renaming the parameters, this can be written as

1

2πi

∫ i∞

−i∞
Γ(a + s)Γ(b + s)Γ(c− s)Γ(d− s) ds =

Γ(a + c)Γ(a + d)Γ(b + c)Γ(b + d)

Γ(a + b + c + d)
,

which holds for Re a > 0, Re b > 0, Re c > 0 and Re d > 0, shortly for Re(a, b, c, d) > 0. This
integral is called the Mellin-Barnes integral. More general we have

Theorem 2. If the path of integration is curved to separate the poles of Γ(a+s)Γ(b+s) from

the poles of Γ(c− s)Γ(d− s), then we have

1

2πi

∫ i∞

−i∞
Γ(a + s)Γ(b + s)Γ(c− s)Γ(d− s) ds =

Γ(a + c)Γ(a + d)Γ(b + c)Γ(b + d)

Γ(a + b + c + d)
.

Proof. Again we use Euler’s reflection formula to write the integrand as

Γ(a + s)Γ(b + s)

Γ(1− c + s)Γ(1− d + s)
· π2

sinπ(c− s) sin π(d− s)
.

Let C be the closed contour formed by a part of the curve used in the theorem from −iR to
iR together with a semicircle of radius R to the right of the imaginary axis with 0 as center.
By Stirling’s asymptotic formula the integrand is

O
(

sa+b+c+d−2 e−2π|Im s|
)

for |s| → ∞ on C.

Since Im s can be arbitrarily small when |s| is large, we assume that Re(a + b + c + d) < 1 to
ensure that the integral on the semicircle tends to zero for R→∞. Then, by Cauchy’s residue
theorem (poles in s = c + n and s = d + n with n ∈ {0, 1, 2, . . .} with residues (−1)n/n!), the
integral equals

∞
∑

n=0

Γ(a + c + n)Γ(b + c + n)Γ(d− c− n)
(−1)n

n!

+

∞
∑

n=0

Γ(a + d + n)Γ(b + d + n)Γ(c− d− n)
(−1)n

n!
.

Note that for n ∈ {0, 1, 2, . . .} we have

Γ(d− c− n) =
Γ(d− c)

(d− c− 1)(d− c− 2) · · · (d− c− n)

=
Γ(d− c)

(−1)n(1 + c− d)(2 + c− d) · · · (n + c− d)
=

Γ(d− c)

(−1)n(1 + c− d)n
.

This implies that the integral equals

Γ(a + c)Γ(b + c)Γ(d− c)

∞
∑

n=0

(a + c)n(b + c)n

(1 + c− d)n n!

+ Γ(a + d)Γ(b + d)Γ(c− d)
∞

∑

n=0

(a + d)n(b + d)n

(1 + d− c)n n!
.
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Finally we use Gauss’s summation formula and Euler’s reflection formula to find that the
integral equals

Γ(a + c)Γ(b + c)Γ(d− c)2F1

(

a + c, b + c

1 + c− d
; 1

)

+ Γ(a + d)Γ(b + d)Γ(c− d)2F1

(

a + d, b + d

1 + d− c
; 1

)

= Γ(a + c)Γ(b + c)Γ(d− c)
Γ(1 + c− d)Γ(1− a− b− c− d)

Γ(1− a− d)Γ(1− b− d)

+ Γ(a + d)Γ(b + d)Γ(c− d)
Γ(1 + d− c)Γ(1− a− b− c− d)

Γ(1− a− c)Γ(1− b− c)

=
Γ(a + c)Γ(b + c)Γ(a + d)Γ(b + d)

Γ(a + b + c + d)

× π

sinπ(d− c)

sinπ(a + d)

π

sinπ(b + d)

π

π

sinπ(a + b + c + d)

+
Γ(a + d)Γ(b + d)Γ(a + c)Γ(b + c)

Γ(a + b + c + d)

× π

sinπ(c− d)

sinπ(a + c)

π

sinπ(b + c)

π

π

sin π(a + b + c + d)

=
Γ(a + c)Γ(a + d)Γ(b + c)Γ(b + d)

Γ(a + b + c + d)

× sinπ(a + c) sinπ(b + c)− sinπ(a + d) sinπ(b + d)

sin π(c− d) sinπ(a + b + c + d)
.

By using trigonometric relations it can be shown that

sinπ(a + c) sinπ(b + c)− sin π(a + d) sinπ(b + d)

sinπ(c− d) sinπ(a + b + c + d)
= 1.

This proves the theorem for Re(a + b + c + d) < 1. This condition can be removed by using
analytic continuation of the parameters.

6
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Asymptotic expansions and analytic continuations
for a class of Barnes-integrals

by

B. L. J. Braaksma

§ 1. Introduction

§ 1.1. Asymptotic expansions for Izl -&#x3E; oo and analytic con-
tinuations will be derived for the function H(z) defined by

where z is not equal to zero and

in which Log Izl denotes the natural logarithm of Izi and arg z
is not necessarily the principal value. Further

where p, q, n, m are integers satisfying

aj(j - 1, ..., p), pj(j - 1, ..., q) are positive numbers and

a,(i-== 1, ..., p), bj(j = 1, ..., q ) are complex numbers such that

C is a contour in the complex s-plane such that the points 

resp.

lie to the right resp. left of C, while further C runs from
s = oo-ik to s = oo + ik. Here k is a constant with k &#x3E; Im b, 1 /Pl
(i = 1, ..., m). The conditions for the contour C can be fulfilled
on account of (1.5). Contours like C and also contours like C but
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with endpoints s = -i oo + a and s = ioo+O’ (a real) instead of
s = oo-ik and s = 00 +ik are called Barnes-contours and the

corresponding integrals are called Barnes-integrals.
In the following we always assume (1.4) and (1.5).
In § 6.1, theorem 1, we show that H(z) makes sense in the

following cases:
I. for every z =A 0 if p is positive where

II. if Il = 0 and

where

In general H(z) is a multiple-valued function of z.

§ 1.2. The function H(z) and special cases of it occur at

various places in the literature. A first systematic study of the
function H(z) has been made in a recent paper by C. Fox [18]. 1)
In the case that some special relations between the constants
aj, Pl, aj, bi are satisfied Fox derives theorems about H(z) as a
symmetrical Fourier kernel and a theorem about the asymptotic
behaviour of H(z) for z -&#x3E; oo and z &#x3E; 0.

The function defined by (1.1) but with the contour C replaced
by another contour C’ has been considered by A. L. Dixon and
W. L. Ferrar [12]. C’ is a contour like C but with endpoints
8 = -00 i+a and s = oo i + a (03C3 real). Their investigation
concerns the convergence of the integrals, discontinuities and
analytic continuations (not for all values of z) and integrals in
whose integrands the function defined by (1.1) with C 1B C’
(j | means: replaced by) occurs.

Special cases of the function H(z) occur in papers on functional
equations with multiple gamma-factors and on the average order
of arithmetical functions by S. Bochner [5], [5a], [6] and K.
Chandrasekharan and Raghavan Narasimhan [9]. In these papers
in some cases the analytic continuation resp. an estimation for
H(z) has been derived.
A large number of special functions are special cases of the

1) Numbers between brackets refer to the bibliography. In each paragraph the
footnotes are numbered anew.
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function H(z). In the first place the G-function and all special
cases of it as for instance Bessel-, Legendre-, Whittaker-, Struve-
functions, the ordinary generalized hypergeometric functions

(cf. [15] pp. 216-222) and a function considered by J. Boersma
[7]. The G-function is the special case of the function H(z) in (1.1)
with a, = 1 (i = 1, ..., p), Pi = 1 (i = 1, ..., q). The ordinary
generalized hypergeometric function is a special case of the

G-function with m = 1, n = p among others.
Further H(z) contains as special cases the function of G. Mittag-

Leffler (cf. G. Sansone-J. C. H. Gerretsen [28], p. 345), the

generalized Bessel-function considered by E. M. Wright [31], [35]
and the generalization of the hypergeometric function considered
by C. Fox [17] and E. M. Wright [32], [34].
The results about the function H(z) which will be derived here

contain the asymptotic expansions for [z) - oo and the analytic
continuations of the functions mentioned above. The latter

expansions and continuations have been derived by various
methods among others by E. W. Barnes [2], [3], [4] (cf. a correc-
tion in F. W. J. Olver [25] ), G. N. Watson [29], D. Wrinch [38],
[391, [40], C. Fox [17], [18], W. B. Ford [16], E. M. Wright
[81J-[36], C. V. Newsom [23], [24], H. K. Hughes [19], [20],
T. M. MacRobert [21], C. S. Meijer [22] and J. Boersma [7]. The
most important papers in this connection are those of Barnes,
Wright and Meijer.

In [3] Barnes considered the asymptotic expansion of a number
of G-functions. In the first place he derived algebraic asymptotic
expansions (cf. § 4.6) for a class of G-functions. These expansions
are derived by means of a simple method involving Barnes-
iritegrals and the theorem of residues. In the second place he
derived exponentially small and exponentially infinite asymptotic
expansions (cf. § 4.4 for a définition) for another G-function. The
derivation of these expansions is difficult and complicated. The
G-function is written as a suitable exponential function multiplied
by a contour integral. The integrand in this integral is a series of
which the analytic continuation and the residues in the singular
points are derived by means of an ingenious, complicated method
involving among others zeta-functions and other fumctions con-
sidered previously by Barnes. The contour integral mentioned
before has an algebraic asymptotic expansion which can be
deduced by means of the theorem of residues. The investigation
in [3] yields among others the asymptotic expansions of the
ordinary generalized hypergeometric functions. Barnes also
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obtained the analytic continuation of a special case of the G-
function by means of Barnes-integrals (cf. [4]).

In [22] Meijer has derived all asymptotic expansions and
analytic continuations of the G-function. The method depends
upon the fact that the G-function satisfies a homogeneous linear
differential equation of which the G-functions considered by
Barnes constitute a fundamental system of solutions. So every
G-function can be expresscd linearly in these G-functions of

Barnes and from the asymptotic behaviour of these functions the
asymptotic behaviour of arbitrary G-functions can be derived.

In [31], [32], [34] and [35] Wright considered the asymptotic
expansions of generalizations of Bessel- and hypergeometric
functions. The majority of his results are derived by a method
which is based on the theorem of Cauchy and an adapted and
simplified version of the method of steepest descents. In [33] and
[36] these methods are applied to a class of more general integral
functions. However, these methods do not yield all asymptotic
expansions: any exponentially small asymptotic expansion has
to be established by different methods (cf. [32], [34], [35]). The
results of Wright have as an advantage over the results of the
other authors mentioned before that his asymptotic expansions
hold uniformly on sectors which cover the entire z-plane. Further
the results of Wright - and also those of H. K. Hughes [19] -
contain more information about the coefficients occurring in the
asymptotic expansions.

§ 1.3. A description of the methods which we use to obtain the
asymptotic expansions and analytic continuations of the function
H(z) is given in § 2. The results cannot be derived in the same
manner as in the case of the G-function in [22] because in general
the functions H(z) do not satisfy expansion-formulae which ex-
press H(z) in terms of some special functions H(z) (if this would
be the case then we should have to consider in detail only these
latter functions as in the case of the G-function).
The analytic continuations of H(z) in the case p = 0 can be

found by bending parallel to the imaginary axis the contour
in the integral (1.1) in which from the integrand some suitable
analytie functions have been subtracted. This method is an

extension of the method of Barnes in [4].
This method can be applied also in a number of cases to the

determination of the asymptotic expansion of H(z) for Izi --&#x3E; o0

if p &#x3E; 0. Then algebraic asymptotic expansions are obtained.
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However, in some cases all coefficients in these expansions are
equal to zero ("dummy" expansions) and in these cases H(z) has
an exponentially small asymptotic expansion. This expansion will
be derived by approximating the integrand in (1.1) by means of
lemma 3 in § 3.3. In this way the difficulties in the researches of
Barnes and Wright (cf. [3], [34], [35]) about special cases of these
expansions are avoided. Contrary to their proofs here the deri-
vation of the exponentially small expansions is easier than the
derivation of the exponentially infinite expansions.
The remaining asymptotic expansions of H(z) in the case

,u &#x3E; 0 are derived by splitting in (1.1) the integrand into parts
so that in the integral of some of these parts the contour can be
bended parallel to the imaginary axis while the integrals of the
other parts can be estimated by a method similar to the method
which yields the exponentially small expansions. Some aspects of
this method have been borrowed from Wright [33].

In the derivation of the asymptotic expansions of H(z) the
estimation of the remainder-terms is the most difficult part. The
method used here depends upon the lemmas in § 5 which contain
analytic continuations and estimates for a class of integrals
related to Barnes-integrals. This method is related to the indirect
Abelian asymptotics of Laplace transforms.
The remainder-terms can also be estimated by a direct method

viz. the method of steepest descents. This will be sketched in

§ 10. In the case of the exponentially infinite expansions
of H(z) this method is analogous to the method of Wright
in [33].
The asymptotic expansions of H(z) are given in such a way that

given a certain closed sector in the z-plane this sector can be
divided into a finite number of closed subsectors on each of
which the expansion of H(z) for Izi - oo holds uniformly in arg z.
Moreover it is indicated how the coefficients in the asymptotic
expansions can be found.

§ 1.4. The results concerning H(z) are contained in theorem 1
in § 6.1 (behaviour near z = 0), theorem 2 in § 6.2 (analytic
continuations and behaviour near z = oo in the case fl = 0),
theorem 3 in § 6.3 (algebraic behaviour near z = oo in the case
u &#x3E; 0), theorem 4 in § 7.3 (exponentially small expansions in the
case ,u &#x3E; 0), theorems 5 and 6 in §’9.1 (exponentially infinite
expansions in the case ,u &#x3E; 0) and theorems 7-9 (expansions in
the remaining barrier-regions for ,u &#x3E; 0). In these theorems the
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notations introduced in (1.8), (1.10) and the definitions I-IV in
§ 4 are used. The terminology of asymptotic expansions is given
in § 4.4 and § 4.6. In § 9.3 we have given a survey from which one
may deduce which theorem contains the asymptotic expansion
for Izl -&#x3E; ao of a given function H(z) on a given sector. In § 10.2
and § 10.3 some supplements on the theorems in § 6 and § 9 are
given.

In § Il the results about the function H(z) are applied to the
G-function: see the theorems 10-17. The asymptotic expansions
and analytic continuations given in [22] are derived again. An
advantage is that the asymptotic expansions are formulated in
such a way that they hold uniformly on closed sectors - also in
transitional regions - while moreover the coefficients of the

expansions can be found by means of recurrence formulae. The
notations used in the theorems and a survey of the theorems are

given in § 11.3.
In § 12.1 and § 12.2 the results concerning H(z) are applied to

the generalized hypergeometric functions considered by Wright
(cf. theorems 18-’22). A survey of the theorems and the notations
are given at the end of § 12.1 and in § 12.2. In § 12.3 a general
class of series which possess exponentially small asymptotic
expansions is considered. In § 12.4 the generalized Bessel-function
is considered. The results are formulated in the theorems 24-26.
The notations used in these theorems are given in (12.45).

§ 2. Description of the methods

§ 2.1. In this section we sketch the method by which the
algebraic asymptotic expansions for Izi -&#x3E; oo resp. the analytic
continuation of the function H(z) in case 1 resp. II of § 1 will be
derived. First we consider the simplest cases which are analogous
to the simplest cases considered by Barnes in [3] and [4].
To that end we replace the contour C in (1.1 ) by two other paths

L and Ll. L resp. L, runs from s = w to s = w+il resp. w-il
and then to s = oo +il resp. 00 -il, while both parts of L resp. LI
are rectilinear. Here w and 1 are real numbers so that
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Then we easily deduce from (1.1) and the theorem of residues that

where

Formula (2.4) holds in case 1 and also in case II of § 1. For the
consideration of the integrals in (2.4) we need approximations for
the function h(s). Therefore we write h(s) as a product of two
other functions. Using

we see that

where if

resp.

we define

resp.

For h0(s) resp. h1(s) approximation formulae are formulated in the
lemmas 2 and 2a in § 3.2 resp. 4a in § 4.3. From these formulae
estimates for h(s) can be obtained.
Now define ôo by

Consider the case that

Then we may derive from the estimates for h(s) mentioned above
that the lemmas 6-7a from § 5 can be applied to the integrals in
(2.4) for certain values of z; the path of integration L resp. LI in
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(2.4) may be replaced by the half-line from s = w to s = zv-f-ioo
resp. w-Íoo:

if p = 0, (1.9) and

holds and also if fl is positive and (2.15) is satisfied. The integral
in (2.14) is absolutely convergent if p &#x3E; 0 and (2.15) holds. If
,u = 0 then H(z) can be continued analytically by means of (2.14)
into the domain (2.15). If ,u is positive then

for Izl -&#x3E; oo uniformly on every closed subsector of (2.15) with
the vertex in z = 0. Hence by definition IV in § 4.6

for Izi - oo uniformly on every closed subsector of (2.15) with the
vertex in z = 0, if pis positive. The asymptotic expansion (2.16) is
algebraic.

In the case that p = 0 another application of the lemmas 6
and 6a shows that the integral in (2.14) - and so H(z) - can be
continued analytically for Izi &#x3E; P-1.
Next we drop the assumption (2.13) and we extend the method

used above to obtain the analytic continuation of H(z) if p = 0
and the algebraic asymptotic expansion of H(z) for Izl -&#x3E; oo if

Il &#x3E; 0 in the general case. Therefore we define (cf. (2.10) for h0(s)):
(Pw(Z) == Y residues of ho(s)z8 in those points s for which

(2.17) Re s &#x3E; w as well as s = (a;-1 - v)/a; (j = 1, ..., p;iv = 0, 1, 2, ... ).

Let r be an arbitrary integer and let ô,, K, Ci and Dj be given by
the definitions 1 and II in § 4.2. Then it easily follows from (1.1),
the theorem of residues, the definition of L, Ll, Qw(z) and Pw(z)
(cf. (2.5) and (2.17)) and (2.7) that

in case I and also in case II of § 1. Like in (2.4) we want to stretch
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the path of integration L and LI in (2.18) to the straight line
Re s = w. This is possible if p &#x3E; 0,

and

hold and also if p = 0, (1.9), (2.19) and (2.20) hold. The proof
depends on the lemmas 6-7a from § 5. The assumptions con-
cerning the integrands in these lemmas can be verified with the
help of the estimates in the lemmas 2, 2a and 4a from § 3.2 and
§ 4.3 for the factors of the integrand in (2.18). Moreover the
lemmas 6-7a applied to the integrals in (2.18) furnish the analytic
continuation of H(z) into (2.20), if p = 0 and (2.19) holds, and
the algebraic asymptotic expansion of H(z) on subsectors of (2.20)
if (2.19) is satisfied and p is positive. The results are formulated in
theorem 2 and theorem 3 in § 6 where also the complete proof is
given. The case with (2.13) appears to be contained in theorem 2
(cf. remark 1 after theorem 2) and theorem 3.

§ 2.2. In this section we consider the exponentially small

asymptotic expansions of H(z). A condition for the occurrence
of these expansions is that n = 0. If n = 0 then Qw(z) = 0 by
(2.5) and Q(z) represents a formal series of zeros (cf. (4.26)). So if
n = 0, u &#x3E; 0 and (2.13) are fulfilled then by (2.14)

on (2.15 ) where the integral in (2.21) converges absolutely on
(2.15), and moreover by (2.16) and the definitions in § 4.6 we have
H(z) = 0(z’°) for Izl --&#x3E; oo uniformly on closed subsectors of (2.15)
with the vertex in z = 0 and where w is an arbitrary negative
number. Hence in this case better estimates for H(z) have to be
obtained. It appears that H(z) has an exponentially small asymp-
totic expansion in this case.
To derive this expansion we first treat the special case that

n = 0, m = q, Il &#x3E; 0. Then ô. = fl7t by (1.8) and (2.12). So the
sector (2.15) can be written as

We temporarily denote the function H(z) for which the assump-
tions above are satisfied by Ho(z). Further we denote h(s) by
h2(s) in this case. So by (1.3), if
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then

Hence if (2.22) is satisfied then by (2.21)

where the integral is absolutely convergent.
To the factor h2(s) of the integrand in (2.25) we want to apply

lemma 3 in § 3.3. Therefore we choose an arbitrary non-negative
integer N and next the real number w so that besides (2.1) and
(2.2) also

is satisfied. Then we derive from lemma 3 and (2.25):

on (2.22); all integrals in (2.27) converge absolutely (cf. § 7.1 for
details of the proof). To the first N integrals in (2.27) we apply
(cf. §7.1)

for i = 0, ..., N-1 and (2.22). So the first N terms at the

righthand side of (2.27) vanish exponentially on closed subsectors
of (2.22) with the vertex in z = 0.
Next we have to estimate the last integral in (2.27) which we

denote by a(z). So if (2.22) is fulfilled

(cf. (3.11) for the notation (Â)2). These integrals converge abso-
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lutely as this is also the case with the integrals in (2.27). VTe
estimate o(z) in a crude manner with the method of indirect
Abelian asymptotics (cf. G. Doetsch [13] II p. 41). An alternative
approach will be sketched in § 10.1; there we use the method of
steepest descents.
Here we start with the formula

for Re s = w and (2.22); on account of (2.26) the integral is

absolutely convergent. In the last integrand in (2.29) we replace
the lefthand side of (2.30) by the righthand side of (2.30) and
next we revert the order of integration (justification in § 7.2);
then we obtain

for (2.22) where for t &#x3E; 0:

So a(z#) and p(t) are related to each other by the Laplace trans-
formation. By (3.33)

for 1 s 1 -&#x3E; oo uniformly on Re s  w (cf. § 7.2 for all details of the
proofs of (2.33)-(2.36)). Then it is easy to deduce that

for t &#x3E; 0 and some constant K independent of t. Further it

appears that p(t) = 0 for 0  t  1. From this, (2.34) and (2.31)
we derive

for |z| - oo uniformly on every closed sector with vertex z = 0
which is contained in (2.22). From (2.27), (2.28), (2.29) and (2.35)
we may derive

for Izl --&#x3E; oo uniformly on every closed sector with vertex in z = 0
and which is contained in (2.22). Here N is an arbitrary non-
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negative integer, the lower resp. upper signs belong together and
EN(z) is defined in definition III in § 4.4. From (2.36) we im-
mediately derive the exponentially small asymptotic expansions
of H(z) (or Ho(z)) in the case considered above. This will be
formulated in theorem 4 in § 7.3.
Now we consider the case that p &#x3E; 0, n == 0, 0  m  q and

(2.13) hold. Then by (2.6), (2.24) and (1.3)

if (2.23) is fulfilled. The factor of h2(s) in (2.37) satisfies

where M is a positive integer, roo, ..., wM are real and independent
of s with

(cf. (1.8) and (2.12)) while To,..., ÍM are complex and independent
of s with

By (2.39) we have if (2.15) holds:

for i = 0, ..., M. Since further (2.25) holds for (2.22), now also
(2.25) with z 11 zeifJJ is valid on (2.15) by (2.41). From this, (2.21),
(2.37) and (2.38) we deduce

This implies on account of (2.36) and (2.41)

for Izl --&#x3E; oo uniformly on closed subsectors of (2.15) with vertex
z = 0 and for every non-negative integer N. In (2.43) the upper
resp. lower signs in the products belong together but for different
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values of i the terms may be taken with different signs. With the
help of lemma 5 from § 4.5 we can now derive the asymptotic
expansion of H(z) in the case we consider here. These expansions
which are again exponentially small are given in theorem 4 in
§7.3.

§ 2.3. We have to consider now the methods which can be
used to obtain the asymptotic expansions of H(z) which are not
algebraic and not exponentially small in the case y &#x3E; 0. Therefore
we consider a sector

where r is an integer, ô, is defined in definition 1 in § 4.2 and 80
is a positive number independent of z.

Let N be a non-negative integer and w a real number satisfying
(2.1), (2.2), (2.26) and

while 1 is defined by (2.3). Then we have to approximate the
integrals in (2.4) on the sector (2.44). This will be done by using
(2.7) for h(s) and approximating hl(s). However, in the general
càse it appears that we have to use different approximations for
hl(s) on L and on LI contrary to the case where (2.19) holds and
where we could use the same approximation on L and on Li (cf.
§ 2.1: (2.18»). Here we introduce integers Â and v so that

Here K is given by definition II in § 4.2 and r and so are the same
as in (2.44). Then we may deduce from lemma 7 and lemma 7a
from § 5, (4.8), (4.9) and lemma 2 in § 3.2 that

for Izl -&#x3E; oo uniformly on (2.44).
Now define for z ~ 0 and p &#x3E; 0:
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Then by (2.17) and the definition of L and Ll:

From (2.4) and (2.47)-(2.49) we may deduce

for [z[ ---&#x3E; oo uniformly on (2.44). Hence it is sufficient to derive
estimates for F(z) for then we deduce by means of (2.50) estimates
for H(z).
To derive the estimates for F(z) we choose a constant a such

that 0  e  tfln. Then by (2.48), lemma 7 in § 5.2 and lemma 2
in § 3.2 we have

for Izi -&#x3E; oo uniformly on (5.14). In the same way using (2.49) and
lemma 7a in § 5.3 we obtain

for Izl -&#x3E; oo uniformly on (5.29).
For the consideration of F(z) on the sector

we use the property

(2.54) le=FP1TiBjsin n(fls+oc)1 is bounded for + Im s &#x3E; l,
where the upper resp. lower signs belong together. Using lemma 7
from § 5.2, the property (2.54) and lemma 2 from § 3.2 we may
deduce

for Izl --&#x3E; oo uniformly on (2.53). In view of

the definition of F(z) in (2.48) and (2.55), (2.56) imply
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for Izl --&#x3E; oo uniformly on (2.53). By (3.25) and (2.6) we may
write instead of (2.58)

for Izi --&#x3E; oo uniformly on (2.53) where

Using (2.59) and (7.1) we infer

for Izi -&#x3E; oo uniformly on (2.53). So we have to estimate the
analytic function z(z) on (2.53).
From (2.60), (3.27), (2.54) and the lemmas 7 and 7a from § 5

wé deduce that if arg z = -1 n + e

The last integral is of the same type as that in (2.29); the only
difference is that almost all poles of rN(s) are lying to the left of
Re s = w while all poles of pN(s) are lying to the right of Re s = w.
The integral in (2.62) can be rewritten using (2.30) as a multiple
integral; in this multiple integral we revert the order of integration
like at (2.29) and (2.31). Then we obtain for arg z = ]poe+s

where for t &#x3E; 0
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In view of (3.27) we have

for Isl - co uniformly on Re s &#x3E; w. So the integral in (2.64)
converges absolutely for t &#x3E; 0 and

for t &#x3E; 0; here K is independent of t. From lemma 2 and (2.66)
we derive that for t &#x3E; 1 the function r(t) is equal to the sum of
the residues of the integrand in (2.64) in the poles s with Re s &#x3E; w

multiplied by 2ni( -1 )N+l. The number of these poles is finite and
it follows that the function r(t) for t &#x3E; 1 can be continued analyti-
cally for t # 0. It is easy now to estimate the integral in (2.63)
with the help of the lemmas 6 and 6a from § 5 and the properties
of r(t). The results are formulated in lemma 8 in § 8.
From the properties of F(z) mentioned in lemma 8 and (2.50)

we deduce in § 9 the asymptotic expansions of H(z) for Izl --&#x3E; oo

in the case Il &#x3E; 0 which are not contained in the theorems 3 and 4

(though theorem 3 can also be deduced from lemma 8 and (2.50)
again). In § 8 the details of the proofs of the assertions in § 2.3 are
presented.

§ 3. Approximations for quotients of gamma-functions

In this paragraph approximation formulae for the functions
ho(s) defined by (2.10) and h2(s) defined by (2.24) will be derived.
Here and in the following paragraphs we use the notation of § 1.1
and § 2.1. Further Log z always denotes the principal value of
log z and I;=k ... is interpreted as zero if k &#x3E; l.

§ 3.1. In this section we derive lemma 1 on which the approxi-
mations for ho(s) and h2(s) will be based. Lemma 1 will be derived
from the formula of Stirling in the following form:

Let a be a complex number, e a constant satisfying 0  e  n

and M a non-negative integer. Then

for isl --&#x3E; oo uniformly on the sector



2.12. GREEN’S FUNCTION 261

2.12 Green’s function
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Green’s function

This chapter marks the beginning of a series of chapters dealing with

the solution to differential equations of theoretical physics. Very often,

these differential equations are linear; that is, the “sought after” function

Ψ(x), y(x),φ(t ) et cetera occur only as a polynomial of degree zero and one,

and not of any higher degree, such as, for instance, [y(x)]2.

11.1 Elegant way to solve linear differential equations

Green’s function present a very elegant way of solving linear differential

equations of the form

Lx y(x) = f (x), with the differential operator

Lx = an(x)
d n

d xn
+an−1(x)

d n−1

d xn−1
+ . . .+a1(x)

d

d x
+a0(x)

=

n∑

j=0

a j (x)
d j

d x j
,

(11.1)

where ai (x), 0 ≤ i ≤ n are functions of x. The idea is quite straightfor-

ward: if we are able to obtain the “inverse” G of the differential operator L

defined by

LxG(x, x ′) = δ(x −x ′), (11.2)

with δ representing Dirac’s delta function, then the solution to the inho-

mogenuous differential equation (11.1) can be obtained by integrating

G(x −x ′) alongside with the inhomogenuous term f (x ′); that is,

y(x) =

∫
∞

−∞

G(x, x ′) f (x ′)d x ′. (11.3)



180 M AT H E M AT I C A L M E T H O D S O F T H E O R E T I C A L P H Y S I C S

This claim, as posted in Eq. (11.3), can be verified by explicitly applying the

differential operator Lx to the solution y(x),

Lx y(x)

=Lx

∫
∞

−∞

G(x, x ′) f (x ′)d x ′

=

∫
∞

−∞

LxG(x, x ′) f (x ′)d x ′

=

∫
∞

−∞

δ(x −x ′) f (x ′)d x ′

= f (x).

(11.4)

Let us check whether G(x, x ′) = H(x−x ′)sinh(x−x ′) is a Green’s function

of the differential operator Lx =
d 2

d x2 −1. In this case, all we have to do is to

verify that Lx , applied to G(x, x ′), actually renders δ(x − x ′), as required by

Eq. (11.2).

LxG(x, x ′) = δ(x −x ′)
(

d 2

d x2
−1

)
H(x −x ′)sinh(x −x ′)

?
= δ(x −x ′)

Note that
d

d x
sinh x = cosh x,

d

d x
cosh x = sinh x; and hence

d

d x


δ(x −x ′)sinh(x −x ′)︸ ︷︷ ︸

= 0

+H(x −x ′)cosh(x −x ′)


−H(x −x ′)sinh(x −x ′) =

δ(x−x ′)cosh(x−x ′)+H(x−x ′)sinh(x−x ′)−H(x−x ′)sinh(x−x ′) = δ(x−x ′).

The solution (11.4) so obtained is not unique, as it is only a special solu-

tion to the inhomogenuous equation (11.1). The general solution to (11.1)

can be found by adding the general solution y0(x) of the corresponding

homogenuous differential equation

Lx y(x) = 0 (11.5)

to one special solution – say, the one obtained in Eq. (11.4) through Green’s

function techniques.

Indeed, the most general solution

Y (x) = y(x)+ y0(x) (11.6)

clearly is a solution of the inhomogenuous differential equation (11.4), as

Lx Y (x) =Lx y(x)+Lx y0(x) = f (x)+0 = f (x). (11.7)

Conversely, any two distinct special solutions y1(x) and y2(x) of the in-

homogenuous differential equation (11.4) differ only by a function which is
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a solution tho the homogenuous differential equation (11.5), because due

to linearity of Lx , their difference yd (x) = y1(x)− y2(x) can be parameter-

ized by some function in y0

Lx [y1(x)− y2(x)] =Lx y1(x)+Lx y2(x) = f (x)− f (x) = 0. (11.8)

From now on, we assume that the coefficients a j (x) = a j in Eq. (11.1)

are constants, and thus translational invariant. Then the entire Ansatz

(11.2) for G(x, x ′) is translation invariant, because derivatives are defined

only by relative distances, and δ(x − x ′) is translation invariant for the same

reason. Hence,

G(x, x ′) =G(x −x ′). (11.9)

For such translation invariant systems, the Fourier analysis represents an

excellent way of analyzing the situation.

Let us see why translanslation invariance of the coefficients a j (x) =

a j (x + ξ) = a j under the translation x → x + ξ with arbitrary ξ – that is,

independence of the coefficients a j on the “coordinate” or “parameter”

x – and thus of the Green’s function, implies a simple form of the latter.

Translanslation invariance of the Green’s function really means

G(x +ξ, x ′
+ξ) =G(x, x ′). (11.10)

Now set ξ=−x ′; then we can define a new green’s functions which just de-

pends on one argument (instead of previously two), which is the difference

of the old arguments

G(x −x ′, x ′
−x ′) =G(x −x ′,0) →G(x −x ′). (11.11)

What is important for applications is the possibility to adapt the solu-

tions of some inhomogenuous differential equation to boundary and initial

value problems. In particular, a properly chosen G(x − x ′), in its depen-

dence on the parameter x, “inherits” some behaviour of the solution y(x).

Suppose, for instance, we would like to find solutions with y(xi ) = 0 for

some parameter values xi , i = 1, . . . ,k. Then, the Green’s function G must

vanish there also

G(xi −x ′) = 0 for i = 1, . . . ,k. (11.12)

11.2 Finding Green’s functions by spectral decompositions

It has been mentioned earlier (cf. Section 10.6.5 on page 160) that the δ-

function can be expressed in terms of various eigenfunction expansions.

We shall make use of these expansions here 1. 1 Dean G. Duffy. Green’s Functions with

Applications. Chapman and Hall/CRC,

Boca Raton, 2001
Suppose ψi (x) are eigenfunctions of the differential operator Lx , and λi

are the associated eigenvalues; that is,

Lxψi (x) =λiψi (x). (11.13)



182 M AT H E M AT I C A L M E T H O D S O F T H E O R E T I C A L P H Y S I C S

Suppose further that Lx is of degree n, and therefore (we assume with-

out proof) that we know all (a complete set of) the n eigenfunctions

ψ1(x),ψ2(x), . . . ,ψn(x) of Lx . In this case, orthogonality of the system of

eigenfunctions holds, such that

∫
∞

−∞

ψi (x)ψ j (x)d x = δi j , (11.14)

as well as completeness, such that,

n∑

i=1

ψi (x)ψi (x ′) = δ(x −x ′). (11.15)

ψi (x ′) stands for the complex conjugate of ψi (x ′). The sum in Eq. (11.15)

stands for an integral in the case of continuous spectrum of Lx . In this

case, the Kronecker δi j in (11.14) is replaced by the Dirac delta function

δ(k − k ′). It has been mentioned earlier that the δ-function can be ex-

pressed in terms of various eigenfunction expansions.

The Green’s function of Lx can be written as the spectral sum of the

absolute squares of the eigenfunctions, divided by the eigenvalues λ j ; that

is,

G(x −x ′) =
n∑

j=1

ψ j (x)ψ j (x ′)

λ j
. (11.16)

For the sake of proof, apply the differential operator Lx to the Green’s

function Ansatz G of Eq. (11.16) and verify that it satisfies Eq. (11.2):

LxG(x −x ′)

=Lx

n∑

j=1

ψ j (x)ψ j (x ′)

λ j

=

n∑

j=1

[Lxψ j (x)]ψ j (x ′)

λ j

=

n∑

j=1

[λ jψ j (x)]ψ j (x ′)

λ j

=

n∑

j=1

ψ j (x)ψ j (x ′)

= δ(x −x ′).

(11.17)

For a demonstration of completeness of systems of eigenfunctions, con-

sider, for instance, the differential equation corresponding to the harmonic

vibration [please do not confuse this with the harmonic oscillator (9.29)]

Ltψ=
d 2

d t 2
ψ= k2, (11.18)

with k ∈R.

Without any boundary conditions the associated eigenfunctions are

ψω(t ) = e−iωt , (11.19)
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with 0 ≤ ω ≤∞, and with eigenvalue −ω2. Taking the complex conjugate

and integrating over ω yields [modulo a constant factor which depends on

the choice of Fourier transform parameters; see also Eq. (10.76)]

∫
∞

−∞

ψω(t )ψω(t ′)dω

=

∫
∞

−∞

e−iωt e iωt ′dω

=

∫
∞

−∞

e−iω(t−t ′)dω

= δ(t − t ′).

(11.20)

The associated Green’s function is

G(t − t ′) =

∫
∞

−∞

e−iω(t−t ′)

(−ω2)
dω. (11.21)

And the solution is obtained by integrating over the constant k2; that is,

ψ(t ) =

∫
∞

−∞

G(t − t ′)k2d t ′ =−

∫
∞

−∞

(
k

ω

)2

e−iω(t−t ′)dωd t ′. (11.22)

Note that if we are imposing boundary conditions; e.g., ψ(0) = ψ(L) = 0,

representing a string “fastened” at positions 0 and L, the eigenfunctions

change to

ψk (t ) = sin(ωn t ) = sin
(nπ

L
t
)

, (11.23)

with ωn =
nπ
L

and n ∈Z. We can deduce orthogonality and completeness by

listening to the orthogonality relations for sines (9.11).

For the sake of another example suppose, from the Euler-Bernoulli

bending theory, we know (no proof is given here) that the equation for the

quasistatic bending of slender, isotropic, homogeneous beams of constant

cross-section under an applied transverse load q(x) is given by

Lx y(x) =
d 4

d x4
y(x) = q(x) ≈ c, (11.24)

with constant c ∈R. Let us further assume the boundary conditions

y(0) = y(L) =
d 2

d x2
y(0) =

d 2

d x2
y(L) = 0. (11.25)

Also, we require that y(x) vanishes everywhere except inbetween 0 and L;

that is, y(x) = 0 for x = (−∞,0) and for x = (l ,∞). Then in accordance with

these boundary conditions, the system of eigenfunctions {ψ j (x)} of Lx can

be written as

ψ j (x) =

√
2

L
sin

(
π j x

L

)
(11.26)

for j = 1,2, . . .. The associated eigenvalues

λ j =

(
π j

L

)4
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can be verified through explicit differentiation

Lxψ j (x) =Lx

√
2

L
sin

(
π j x

L

)

=Lx

√
2

L
sin

(
π j x

L

)

=

(
π j

L

)4
√

2

L
sin

(
π j x

L

)

=

(
π j

L

)4

ψ j (x).

(11.27)

The cosine functions which are also solutions of the Euler-Bernoulli equa-

tions (11.24) do not vanish at the origin x = 0.

Hence,

G(x −x ′)(x) =
2

L

∞∑

j=1

sin
(
π j x

L

)
sin

(
π j x′

L

)

(
π j
L

)4

=
2L3

π4

∞∑

j=1

1

j 4
sin

(
π j x

L

)
sin

(
π j x ′

L

)
(11.28)

Finally we are in a good shape to calculate the solution explicitly by

y(x) =

∫L

0
G(x −x ′)g (x ′)d x ′

≈

∫L

0
c

[
2L3

π4

∞∑

j=1

1

j 4
sin

(
π j x

L

)
sin

(
π j x ′

L

)]
d x ′

≈
2cL3

π4

∞∑

j=1

1

j 4
sin

(
π j x

L

)[∫L

0
sin

(
π j x ′

L

)
d x ′

]

≈
4cL4

π5

∞∑

j=1

1

j 5
sin

(
π j x

L

)
sin2

(
π j

2

)

(11.29)

11.3 Finding Green’s functions by Fourier analysis

If one is dealing with translation invariant systems of the form

Lx y(x) = f (x), with the differential operator

Lx = an
d n

d xn
+an−1

d n−1

d xn−1
+ . . .+a1

d

d x
+a0

=

n∑

j=0

a j (x)
d j

d x j
,

(11.30)

with constant coefficients a j , then we can apply the following strategy

using Fourier analysis to obtain the Green’s function.
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First, recall that, by Eq. (10.75) on page 159 the Fourier transform of the

delta function δ̃(k) = 1 is just a constant; with our definition unity. Then, δ

can be written as

δ(x −x ′) =
1

2π

∫
∞

−∞

e i k(x−x ′)dk (11.31)

Next, consider the Fourier transform of the Green’s function

G̃(k) =

∫
∞

−∞

G(x)e−i kx d x (11.32)

and its back trasform

G(x) =
1

2π

∫
∞

−∞

G̃(k)e i kx dk. (11.33)

Insertion of Eq. (11.33) into the Ansatz LxG(x −x ′) = δ(x −x ′) yields

LxG(x)

=Lx
1

2π

∫
∞

−∞

G̃(k)e i kx dk

=
1

2π

∫
∞

−∞

G̃(k)
(
Lx e i kx

)
dk =

1

2π

∫
∞

−∞

e i kx dk.

(11.34)

and thus, through comparison of the integral kernels,

1

2π

∫
∞

−∞

[
G̃(k)Lx −1

]
e i kx dk = 0,

G̃(k)Lk −1 = 0,

G̃(k) = (Lk )−1 ,

(11.35)

where Lk is obtained from Lx by substituting every derivative d
d x

in the

latter by i k in the former. in that way, the Fourier transform G̃(k) is ob-

tained as a polynomial of degree n, the same degree as the highest order of

derivative in Lx .

In order to obtain the Green’s function G(x), and to be able to integrate

over it with the inhomogenuous term f (x), we have to Fourier transform

G̃(k) back to G(x).

Then we have to make sure that the solution obeys the initial con-

ditions, and, if necessary, we have to add solutions of the homogenuos

equation LxG(x −x ′) = 0. That is all.

Let us consider a few examples for this procedure.

1. First, let us solve the differential operator y ′ − y = t on the intervall

[0,∞) with the boundary conditions y(0) = 0.

We observe that the associated differential operator is given by

Lt =
d

d t
−1,

and the inhomogenuous term can be identified with f (t ) = t .
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We use the Ansatz G1(t , t ′) = 1
2π

+∞∫
−∞

G̃1(k)e i k(t−t ′)dk; hence

Lt G1(t , t ′) =
1

2π

+∞∫

−∞

G̃1(k)

(
d

d t
−1

)
e i k(t−t ′)

︸ ︷︷ ︸
= (i k −1)e i k(t−t ′)

dk =

= δ(t − t ′) =
1

2π

+∞∫

−∞

e i k(t−t ′)dk

Now compare the kernels of the Fourier integrals of Lt G1 and δ:

G̃1(k)(i k −1) = 1 =⇒ G̃1(k) =
1

i k −1
=

1

i (k + i )

G1(t , t ′) =
1

2π

+∞∫

−∞

e i k(t−t ′)

i (k + i )
dk

The paths in the upper and lower integration plain are drawn in Frig.

11.1.

Re k

Im k

× −i

region t − t ′ > 0

region t − t ′ < 0

∨
∧ > > -

6

Figure 11.1: Plot of the two paths reqired

for solving the Fourier integral.

The “closures” throught the respective half-circle paths vanish.

residuum theorem: G1(t , t ′) = 0 for t > t ′

G1(t , t ′) = −2πi Res

(
1

2πi

e i k(t−t ′)

(k + i )
;−i

)
=

= −e t−t ′ for t < t ′.

Hence we obtain a Green’s function for the inhomogenuous differential

equation

G1(t , t ′) =−H(t ′− t )e t−t ′

However, this Green’s function and its associated (special) solution

does not obey the boundary conditions G1(0, t ′) = −H(t ′)e−t ′ 6= 0 for

t ′ ∈ [0,∞).

Therefore, we have to fit the Green’s function by adding an appropri-

ately weighted solution to the homogenuos differential equation. The

homogenuous Green’s function is found by

Lt G0(t , t ′) = 0,

and thus, in particular,

d

d t
G0 =G0 =⇒G0 = ae t−t ′ .

with the Ansatz

G(0, t ′) =G1(0, t ′)+G0(0, t ′; a) =−H(t ′)e−t ′
+ae−t ′
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for the general solution we can choose the constant coefficient a so that

G(0, t ′) =G1(0, t ′)+G0(0, t ′; a) =−H(t ′)e−t ′
+ae−t ′

= 0

For a = 1, the Green’s function and thus the solution obeys the boundary

value conditions; that is,

G(t , t ′) =
[
1−H(t ′− t )

]
e t−t ′ .

Since H(−x) = 1−H(x), G(t , t ′) can be rewritten as

G(t , t ′) = H(t − t ′)e t−t ′ .

In the final step we obtain the solution through integration of G over the

inhomogenuous term t :

y(t ) =

∞∫

0

H(t − t ′)︸ ︷︷ ︸
= 1 for t ′ < t

e t−t ′ t ′d t ′ =

=

t∫

0

e t−t ′ t ′d t ′ = e t

t∫

0

t ′e−t ′d t ′ =

= e t


−t ′e−t ′

∣∣∣
t

0
−

t∫

0

(−e−t ′ )d t ′


=

= e t
[

(−te−t )−e−t ′
∣∣∣

t

0

]
= e t

(
−te−t

−e−t
+1

)
= e t

−1− t .

2. Next, let us solve the differential equation
d 2 y

d t 2 + y = cos t on the intervall

t ∈ [0,∞) with the boundary conditions y(0) = y ′(0) = 0.

First, observe that

L =
d 2

d t 2
+1.

The Fourier Ansatz for the Green’s function is

G1(t , t ′) =
1

2π

+∞∫

−∞

G̃(k)e i k(t−t ′)dk

L G1 =
1

2π

+∞∫

−∞

G̃(k)

(
d 2

d t 2
+1

)
e i k(t−t ′)dk =

=
1

2π

+∞∫

−∞

G̃(k)((i k)2
+1)e i k(t−t ′)dk =

= δ(t − t ′) =
1

2π

+∞∫

−∞

e i k(t−t ′)dk =

Hence

G̃(k)(1−k2) = 1
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ant thus

G̃(k) =
1

(1−k2)
=

−1

(k +1)(k −1)

The Fourier transformation is

G1(t , t ′) = −
1

2π

+∞∫

−∞

e i k(t−t ′)

(k +1)(k −1)
dk =

= −
1

2π
2πi

[
Res

(
e i k(t−t ′)

(k +1)(k −1)
;k = 1

)
+

Res

(
e i k(t−t ′)

(k +1)(k −1)
;k =−1

)]
H(t − t ′)

The path in the upper integration plain is drawn in Fig. 11.2.
Re k

Im k

× ×

> >

-

6

Figure 11.2: Plot of the path reqired for

solving the Fourier integral.
G1(t , t ′) = −

i

2

(
e i (t−t ′)

−e−i (t−t ′)
)

H(t − t ′) =

=
e i (t−t ′) −e−i (t−t ′)

2i
H(t − t ′) = sin(t − t ′)H(t − t ′)

G1(0, t ′) = sin(−t ′)H(−t ′) = 0 since t ′ > 0

G ′
1(t , t ′) = cos(t − t ′)H(t − t ′)+ sin(t − t ′)δ(t − t ′)︸ ︷︷ ︸

= 0

G ′
1(0, t ′) = cos(−t ′)H(−t ′) = 0 as before.

G1 already satisfies the boundary conditions; hence we do not need to

find the Green’s function G0 of the homogenuous equation.

y(t ) =

∞∫

0

G(t , t ′) f (t ′)d t ′ =

∞∫

0

sin(t − t ′) H(t − t ′)︸ ︷︷ ︸
= 1 for t > t ′

cos t ′d t ′ =

=

t∫

0

sin(t − t ′)cos t ′d t ′ =

t∫

0

(sin t cos t ′−cos t sin t ′)cos t ′d t ′ =

=

t∫

0

[
sin t (cos t ′)2

−cos t sin t ′ cos t ′
]
d t ′ =

= sin t

t∫

0

(cos t ′)2d t ′−cos t

t∫

0

si nt ′ cos t ′d t ′ =

= sin t

[
1

2
(t ′+ sin t ′ cos t ′)

]∣∣∣
t

0
−cos t

[
sin2 t ′

2

]∣∣∣
t

0
=

=
t sin t

2
+

sin2 t cos t

2
−

cos t sin2 t

2
=

t sin t

2
.

c
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1. Introduction

Many systems studied in physics show some form of symmetry. In physics, this means
the following: we can consider some transformation rule, like a rotation, a displacement,
or the reflection by a mirror, and we compare the original system with the transformed
system. If they show some resemblance, we have a symmetry. A snow flake looks like
itself when we rotate it by 60◦ or when we perform a mirror reflection. We say that
the snow flake has a symmetry. If we replace a proton by a neutron, and vice versa, the
replaced particles behave very much like the originals; this is also a symmetry. Many laws
of Nature have symmetries in this sense. Sometimes the symmetry is perfect, but often
it is not exact; the transformed system is then slightly different from the original; the
symmetry is broken.

If system A resembles system B , and system B resembles C , then A resembles
C . Therefore, the product of two symmetry transformations is again a symmetry trans-
formation. Thus, the set of all symmetry transformations that characterize the symmetry
of a system, are elements of a group. For example, the reflections with respect to a plane
form a group that contains just two elements: the reflection operation and the identity
— the identity being the one operation that leaves everything the same. The rotations in
three-dimensional space, the set of all Lorentz transformations, and the set of all parallel
displacements also form groups, which have an unlimited number of elements. For obvi-
ous reasons, groups with a finite (or denumerable) number of elements are called discrete

groups; groups of transformations that continuously depend on a number of parameters,
such as the rotations, which can be defined in terms of a few angular parameters, are
called continuous groups.

The symmetry of a system implies certain relations among observable quantities, which
may be obeyed with great precision, independently of the nature of the forces acting in the
system. In the hydrogen atom, for example, one finds that the energies of different states
of the atom, are exactly equal, as a consequence of the rotational invariance of the system.
However, one also often finds that the symmetry of a physical system is only approximately
realized. An infinite crystal, for example, is invariant under those translations for which
the displacement is an integral multiple of the distance between two adjacent atoms. In
reality, however, the crystal has a definite size, and its surface perturbs the translational
symmetry. Nevertheless, if the crystal contains a sufficiently large number of atoms, the
disturbance due to the surface has little effects on the properties at the interior.

An other example of a symmetry that is only approximately realized, is encountered
in elementary particle physics. The so-called ∆+ particle, which is one of the excited
states of the nucleons, decays into a nucleon and an other particle, the π -meson, also
called pion. There exist two kinds of nucleons, neutrons and protons, and there are three
types of pions, the electrically charged pions π+ and π− , and the neutral one, π0 . Since
the total electric charge of the ∆+ must be preserved during its decay, one distinguishes

1This lecture course was originally set up by M. Veltman, and subsequently modified and extended
by B. de Wit and G. ’t Hooft.
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nucleons pions ∆ particles
mproton ≈ 938 MeV/c2 mπ+ ≈ 140 MeV/c2 m∆++ ≈ 1231 MeV/c2

mneutron ≈ 939 MeV/c2 mπ0 ≈ 135 MeV/c2 m∆+ ≈ 1232 MeV/c2

mπ− ≈ 140 MeV/c2 m∆0 ≈ 1233 MeV/c2

m∆− ≈ 1235 MeV/c2

Table 1: Masses of nucleons, pions and ∆ particles, expressed in MeV/c2 .

two possible decay modes:

∆+ → n π+ and ∆+ → p π0 . (1.1)

Remarkably, the second decay occurs twice as often as the the first one, a fact that seems to
be difficult to explain as being due to the differences in the charges of the decay products.
A natural explanation of this factor 2 could follow from symmetry considerations. This
is not as strange as it might seem, because protons and neutrons have nearly identical
masses, just as the three species of pions and the four ∆ particles that are found in
Nature (see table).

It will be demonstrated that the near equality of the masses, and also the factor 2 in
the two decay modes (1.1), can be explained by assuming nature to be invariant under
so-called isospin transformations. The notion of ‘isobaric spin’, or ‘isospin’ for short, was
introduced by Heisenberg in 1932. He was puzzled by the fact that protons and neutrons
have nearly equal masses, while, apart from the obvious differences in electrical charge,
also other properties are much alike. Thus, the nucleons form a doublet, just like electrons
that show a doublet structure as a consequence of the fact that there are two possible spin
orientations for the electron states — hence the term isobaric spin. Later, it turned out
that elementary particles with nearly equal masses can always be arranged in so-called
isospin multiplets. The nucleons form an isospin doublet, the pions an isospin triplet,
and the ∆ particles an isospin quadruplet. Particles inside a single multiplet all have
approximately identical masses, but different electric charges. The charge arrangement is
as indicated in the table: no two particles in one multiplet have the same charge, and the
particles can always be arranged in such a way that the charge difference between two
successive particles is exactly one elementary charge unit.

However, it will be clear that isospin invariance can only be an approximation, since
the masses of the nucleons, pions and ∆ particles turn out to depend somewhat on their
electric charges. The mass differences within a multiplet are only of the order of a few
percent, and this is the degree of accuracy that one can expect for theoretical predictions
based upon isospin invariance.

The above example is an application of group theory in the physics of elementary
particles, but invariance principles play an important role in nearly all branches of physics.
In atomic physics we frequently notice the consequences of rotation invariance, in nuclear
physics we have rotation and isospin invariance, in solid state physics also invariance
under discrete translations and rotations. Also in (quantum) field theory, symmetry
transformations are important. A very special kind of transformations are encountered
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for example in electrodynamics. Here, electric and magnetic fields can be expressed in
terms of the so-called vector potential Aµ(x) , for which we use a relativistic four-vector
notation ( µ = 0, 1, 2, 3 ):

Aµ(x) = (− c−1 φ(x), A(x)) , xµ = (ct, x) , (1.2)

where φ denotes the potential, and A the three-dimensional vector potential field; c is
the velocity of light. The electric and magnetic fields are defined by

E = −∇φ− c−1 ∂A

∂t
, (1.3)

B = ∇×A . (1.4)

An electrically charged particle is described by a complex wave function ψ(~x, t) . The
Schrödinger equation obeyed by this wave function remains valid when one performs a
rotation in the complex plane:

ψ(~x, t) → eiΛ ψ(~x, t) . (1.5)

Is the phase factor Λ allowed to vary in space and time?

The answer to this is yes, however only if the Schrödinger equation depends on the
vector potential in a very special way. Wherever a derivative ∂µ occurs, it must be in
the combination

Dµ = ∂µ − ieAµ , (1.6)

where e is the electric charge of the particle in question. If Λ(~x, t) depends on ~x and
t , then (1.5) must be associated with the following transformation rules for the potential
fields:

A(x) → A(x) + e−1∇Λ(x) , (1.7)

φ(x) → φ(x)− (c e)−1 ∂

∂t
Λ(x) , (1.8)

or, in four-vector notation,

Aµ(x) → Aµ(x) + e−1∂µΛ(x) . (1.9)

It can now easily be established that E en B will not be affected by this so-called
gauge transformation. Furthermore, we derive:

Dµψ(x) → eiΛ(x)Dµψ(x) . (1.10)

Notice that the substitution (1.6) in the Schrödinger equation is all that is needed to
include the interaction of a charged particle with the fields E en B .

These phase factors define a group, called the group of 1×1 unitary matrices, U(1) .
In this case, the group is quite a simple one, but it so happens that similar theories exist
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that are based on other (continuous) groups that are quite a bit more complicated such as
the group SU(2) that will be considered in these lectures. Theories of this type are known
as gauge theories, or Yang-Mills theories, and the field Aµ is called a gauge field. The
fact that E en B are invariant under gauge transformations implies that electromagnetic
phenomena are gauge-invariant. For more general groups it turns out that several of these
gauge fields are needed: they form multiplets.

Surprisingly, the theory of gravitation, Einstein’s general relativity theory, turns out
to be a gauge theory as well, be it of a somewhat different type. This theory can be
considered to be the gauge theory of the general coordinate transformations, the most
general reparametrizations of points in space and time,

xµ → xµ + ξµ(x) . (1.11)

The gauge field here is the gravitational field, taking the form of a metric, which is to be
used in the definitions of distances and angles in four-dimensional space and time. All of
this is the subject of an entire lecture course, Introduction to General Relativity.

The fact that gauge transformations are associated to an abstract group, and can
depend on space and time as well, can give rise to interesting phenomena of a topological
nature. Examples of this are flux quantization in super conductors, the Aharonov-Bohm
effect in quantum mechanics, and magnetic monopoles. To illustrate the relevance of
topology, we consider again the group of the U(1) gauge transformations, but now in
two-dimensional space (or equivalently, in a situation where the fields only depend on
two of the three space coordinates). Let ψ(x, y) be a complex function, such as a wave
function in quantum mechanics, transforming under these gauge transformations, i.e.

ψ(x, y) → eiΛ(x,y)ψ(x, y) . (1.12)

From the fact that the phase of ψ can be modified everywhere by applying different
gauge transformations, one might conclude that the phase of ψ is actually irrelevant for
the description of the system. This however is not quite the case. Consider for instance
a function that vanishes at the origin. Now take a closed curve in the x - y plane, and
check how the phase of ψ(x, y) changes along the curve. After a complete run along the
curve the phase might not necessarily take the same value as at the beginning, but if we
assume that ψ(x, y) is single-valued on the plane, then the phase difference will be equal
to 2πn , where n is an arbitrary integral number. This number is called the winding

number. An example of a situation with winding number n = 1 is pictured in Fig. 1; the
phase angle makes a full turn over 2π when we follow the function ψ(x, y) along a curve
winding once around the origin. One can easily imagine situations with other winding
numbers. The case n = 0 for instance occurs when the phase of ψ(x, y) is constant.

If we change the function ψ(x, y) continuously, the winding number will not change.
This is why the winding number is called a topological invariant. This also implies that the
winding number will not change under the gauge transformations (1.12), provided that
we limit ourselves to gauge transformations that are well-defined in the entire plane. Note
also that the winding number does not depend on the choice of the closed curve around
the origin, as long as it is not pulled across the origin or any other zero of the function
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Figure 1: De phase angle of ψ(x, y) indicated by an arrow (whose length is immaterial,
but could be given for instance by |ψ(x, y)| ) at various spots in the x - y plane. This
function has a zero at the origin.

ψ(x, y) . All this implies that although locally, that is, at one point and its immediate
neighborhood, the phase of ψ can be made to vanish, this can be realized globally, that
is, on the entire plane, only if the winding number for any closed curve equals zero.

A similar situation can be imagined for the vector potential. Once more consider
the two-dimensional plane, and assume that we are dealing with a magnetic field that is
everywhere equal to zero, except for a small region surrounding the origin. In this region,
A cannot be equal to zero, because of the relation (1.4). However, in the surrounding
region, where B vanishes, there may seem to be no reason why not also A should vanish.
Indeed, one can show that, at every given point and its neighborhood, a suitably chosen
gauge transformation can ensure A(x) to vanish there. This result, however, can only
hold locally, as we can verify by considering the following loop integral:

Φ[C] =

∮

C

Ai dxi, (1.13)

where C is a given closed curve. It is easy to check that Φ[C] does not change under
a gauge transformation (1.5). Indeed, we know from the theory of magnetism that Φ[C]
must be proportional to the total magnetic flux through the surface enclosed by the curve
C .

Applying this to the given situation, we take the curve C to surround the origin and
the region where B 6= 0 , so that the B field vanishes on the curve itself. The quantity
Φ[C] equals the total flux through C , which may well be different from zero. If this
is the case, we cannot transform A away in the entire outside region, even if it can
be transformed away locally2. Note that the magnetic flux here plays the same role as
the winding number of the previous example. Indeed, in superconducting material, the
gauge phases can be chosen such that A vanishes, and consequently, magnetic flux going
through a superconducting coil is limited to integral values: the flux is quantized.

2This causes an interesting quantum mechanical effect in electrons outside a magnetic field, to wit,
the Aharonov-Bohm effect.
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Under some circumstances, magnetic field lines can penetrate superconducting mate-
rials in the form of vortices. These vortices again are quantized. In the case of more com-
plicated groups, such as SU(2) , other situations of a similar nature can occur: magnetic
monopoles are topologically stable objects in three dimensions; even in four dimensions
one can have such phenomena, referred to as “instantons”.

Clearly, group theory plays an essential role in physics. In these lectures we will
primarily limit ourselves to the group of three-dimensional rotations, mostly in the context
of quantum mechanics. Many of the essentials can be clarified this way, and the treatment
can be made reasonably transparent, physically and mathematically. The course does not
intend to give a complete mathematical analysis; rather, we wish to illustrate as clearly as
possible the relevance of group theory for physics. Therefore, some physical applications
will be displayed extensively. The rotation group is an example of a so-called compact Lie

group. In most applications, we consider the representations of this group. Representation
theory for such groups is completely known in mathematics. Some advance knowledge
of linear algebra (matrices, inner products, traces, functions and derivatives of matrices,
etc.) will be necessary. For completeness, some of the most important properties of
matrices are summarized in a couple of appendices.
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2. Quantum mechanics and rotation invariance

Quantum mechanics tells us that any physical system can be described by a (usually
complex) wave function. This wave function is a solution of a differential equation (for
instance the Schrödinger equation, if a non-relativistic limit is applicable) with boundary
conditions determined by the physical situation. We will not indulge in the problems of
determining this wave function in all sorts of cases, but we are interested in the properties
of wave functions that follow from the fact that Nature shows certain symmetries. By
making use of these symmetries we can save ourselves a lot of hard work doing calculations.

One of the most obvious symmetries that we observe in nature around us, is invariance
of the laws of nature under rotations in three-dimensional space. An observer expects that
the results of measurements should be independent of the orientation of his or her appara-
tus in space, assuming that the experimental setup is not interacting with its environment,
or with the Earth’s gravitational field. For instance, one does not expect that the time
shown by a watch will depend on its orientation in space, or that the way a calculator
works changes if we rotate it. Rotational symmetry can be found in many fundamental
equations of physics: Newton’s laws, Maxwell’s laws, and Schrödinger’s equation for ex-
ample do not depend on orientation in space. To state things more precisely: Nature’s
laws are invariant under rotations in three-dimensional space.

We now intend to find out what the consequences are of this invariance under rotation
for wave functions. From classical mechanics it is known that rotational invariance of
a system with no interaction with its environment, gives rise to conservation of angular
momentum: in such a system, the total angular momentum is a constant of the motion.
This conservation law turns out to be independent of the details of the dynamical laws; it
simply follows from more general considerations. It can be deduced in quantum mechanics
as well. There turns out to be a connection between the behavior of a wave function under
rotations and the conservation of angular momentum.

The equations may be hard to solve explicitly. But consider a wave function ψ de-
pending on all sorts of variables, being the solution of some linear differential equation:

Dψ = 0 . (2.1)

The essential thing is that the exact form of D does not matter; the only thing that
matters is that D be invariant under rotations. An example is Schrödinger’s equation
for a particle moving in a spherically symmetric potential V (r) ,

[
~2

2m

(
∂2

∂x2
1

+
∂2

∂x2
2

+
∂2

∂x2
3

)
− V (r) + i~

∂

∂t

]
ψ(~x, t) = 0 , r

def
=
√

~x 2 . (2.2)

Consider now the behavior of this differential equation under rotations. When we
rotate, the position vector ~x turns into an other vector with coordinates x′i :

x′i =
∑

j

Rij xj . (2.3)
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Here, we should characterize the rotation using a 3 × 3 matrix R , that is orthogonal
and has determinant equal to 1 (orthogonal matrices with determinant −1 correspond
to mirror reflections). The orthogonality condition for R implies that

R̃ R = R R̃ = 1 , or
∑

i

Rij Rik = δjk ;
∑

j

Rij Rkj = δik , (2.4)

where R̃ is the transpose of R (defined by R̃ij = Rji ).

It is not difficult now to check that equation (2.2) is rotationally invariant. To see

this, consider3 the function ψ′(~x, t)
def
= ψ(~x ′, t) ,

∂

∂xi

ψ′(~x, t) =
∂

∂xi

ψ(~x ′, t) =
∑

j

∂x′j
∂xi

∂

∂x′j
ψ(~x ′, t) =

∑

j

Rji
∂

∂x′j
ψ(~x ′, t) , (2.5)

where use was made of Eq. (2.3). Subsequently, we observe that

∑

i

∂

∂xi

∂

∂xi

ψ(~x ′, t) =
∑

i,j,k

Rji Rki
∂

∂x′j

∂

∂x′k
ψ(~x ′, t)

=
∑

i

∂

∂x′i

∂

∂x′i
ψ(~x ′, t) , (2.6)

where we made use of Eq. (2.4). Since ~x ′ 2 = ~x 2 , the potential V (r) also remains the
same after a rotation. From the above, it follows that Equation (2.2) is invariant under
rotations: if ψ(~x, t) is a solution of Eq. (2.2), then also ψ ′(~x, t) must be a solution of
the same equation.

In the above, use was made of the fact that rotations can be represented by real 3× 3
matrices R . Their determinant must be +1 , and they must obey the orthogonality
condition R R̃ = 1 . Every rotation in 3 dimensions can be represented by three angles
(this will be made more precise in Chapter 3) Let R1 and R2 both be matrices belonging
to some rotations; then their product R3 = R1R2 will also be a rotation. This statement
is proven as follows: assume that R1 and R2 are orthogonal matrices with determinant
1 . From the fact that

R̃1 = R−1
1 , R̃2 = R−1

2 , (2.7)

it follows that also R3 = R1R2 is orthogonal:

R̃3 = R̃1R2 = R̃2R̃1 = R−1
2 R−1

1 = (R1R2)
−1 = R−1

3 . (2.8)

Furthermore, we derive that

det R3 = det(R1R2) = det R1 det R2 = 1 , (2.9)

3By rotating ~x first, and taking the old function at the new point ~x ′ afterwards, we actually rotate
the wave function into the opposite direction. This is a question of notation that, rather from being
objectionable, avoids unnecessary complications in the calculations.
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so that R3 is a rotation as well. Note that also the product R4 = R2R1 is a rotation, but
that R3 en R4 need not be the same. In other words, rotations are not commutative;
when applied in a different order, the result will be different, in general.

We observe that the rotations form what is known as a group. A set of elements (here

the set of real 3×3 matrices R with determinant 1 and R̃R = 1 ) is called a group if an
operation exists that we call ‘multiplication’ (here the ordinary matrix multiplication), in
such a way that the following demands are obeyed:

1. If R1 en R2 are elements of the group, then also the product R1R2 is an element
of the group.

2. The multiplication is associative: R1(R2R3) = (R1R2)R3 . So, one may either first
multiply R2 with R3 , and then multiply the result with R1 , or perform these two
operations in the opposite order. Note that the order in which the matrices appear
in this expression does have to stay the same.

3. There exists a unity element 1 , such that 1R = R for all elements R of the group.
This unity element is also an element of the group.

4. For all elements R of the group, there exists in the group an inverse element R−1

such that R−1R = 1 .

The set of rotation matrices possesses all these properties. This set forms a group with
infinitely many elements.

Every group is fully characterized by its multiplication structure, i.e. the relation
between the elements via the multiplication rules. Later, we will attempt to define this
notion of “structure” more precisely in terms of formulae. Note that a group does not
possess notions such as “add” or “subtract”, only “multiply”. There is no “zero-element”
in a group.

Much use is made of the fact that the set of all transformations that leave a system
invariant, together form a group. If we have two invariance transformations, we can
immediately find a third, by subjecting the quantities in terms of which the theory is
defined, to the two transformations in succession. Obviously, the resulting transformation
must leave the system invariant as well, and so this “product transformation” belongs to
our set. Thus, the first condition defining a group is fulfilled; the others usually are quite
obvious as well.

For what follows, the time dependence of the wave function is immaterial, and therefore
we henceforth write a rotation R of a wave function as:

ψ′(~x) = ψ(~x ′) = ψ(R~x) . (2.10)

Applying a second rotation S , gives us

ψ′′ = ψ′(S~x) = ψ(RS~x) . (2.11)
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In what follows now, we will make use of the fact that the equation Dψ = 0 is a linear

equation. This is in contrast to the invariance transformation R , which may or may not
be linear: the sum of two matrices R and S usually is not a legitimate rotation. It is

true that if we have two solutions ψ1 and ψ2 of the equation (2.1), then every linear
combination of these is a solution as well:

D (λψ1 + µψ2) = λDψ1 + µDψ2 = 0 . (2.12)

In general: if ψ1, . . . , ψn are solutions of the equation in (2.1) then also every linear
combination

λ1 ψ1 + λ2 ψ2 + · · ·+ λn ψn (2.13)

is a solution of (2.1).

Regarding the behavior under rotations, we now distinguish two possible situations.
Either the wave function ψ is rotationally invariant, that is, upon a rotation, ψ turns
into itself,

ψ′(~x) = ψ(~x) ⇐⇒ ψ(~x ′) = ψ(~x) , (2.14)

or we have sets of linearly independent solutions ψ1, . . . , ψn , that, upon a rotation, each
transform into some linear combination of the others. To illustrate the second possibility,
we can take for example the set of solutions of particles moving in all possible directions.
In this case, the set ψ1, . . . , ψn contains an infinite number of solutions. In order to avoid
complications due to the infinite number of elements in this set, we can limit ourselves
either to particles at rest, or omit the momentum dependence of the wave functions. Upon
a rotation, a particle at rest turns into itself, but the internal structure might change. In
this case, the set of wave functions that rotate into one another usually only contains a
finite number of linearly independent solutions. If the particle is in its ground state, the
associated wave function is often rotationally invariant; in that case, the set only contains
one wave function. If the particle is in an excited state, different excited states can emerge
after a rotation.

Now let there be given such a set Ψ = (ψ1, . . . , ψn) of wave functions transforming
into one another upon a rotation. This means that after a rotation, ψ1 turns into some
linear combination of ψ1, . . . , ψn ,

ψ′
1(~x) ≡ ψ1(R~x) = d11 ψ1(~x) + d12 ψ2(~x) + · · ·+ d1n ψn(~x) , (2.15)

and a similar expression holds for ψ2, . . . ψn . In general, we can write

ψ′
A =

∑

B

dAB ψB. (A,B = 1, . . . , n) . (2.16)

The coefficients dAB depend on R and form a matrix D(R) , such that

Ψ′(~x) = Ψ(R~x) = D(R) Ψ(~x) , (2.17)

where we indicated the wave functions ψ1, . . . , ψn as a column vector Ψ . In the cases
to be discussed next, there is only a limited number of linearly independent solutions of
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the equation Dψ = 0 , and therefore the space of all solutions (2.15) that we obtain by
rotating one of them, must be finite-dimensional.

The matrices D(R) in (2.15)-(2.16) are related to the rotation matrices R in the
sense that for every rotation R in 3-dimensional space a matrix D(R) exists that turns
the solutions ψA into linear combinations of the same solutions. One can, however, say
more. A given rotation can either be applied at once, or be the result of several rotations
performed in succession. Whatever is the case, the final result should be the same. This
implies that the matrices D(R) must possess certain multiplication properties. To derive
these, consider two successive rotations, R and S (see Eq. (2.11)). Let R be associated
with a matrix D(R) , and S with a matrix D(S) . In formulae:

Ψ(R~x) = D(R) Ψ(~x) ,

Ψ(S ~x) = D(S) Ψ(~x) . (2.18)

Obviously, the combined rotation R S must be associated with a matrix D(R S) , so that
we have

Ψ(R S ~x) = D(R S) Ψ(~x) . (2.19)

But we can also determine Ψ(R S) using Eq. (2.18),

Ψ(R S ~x) = D(R) Ψ(S ~x) = D(R) D(S) Ψ(~x) . (2.20)

therefore, one must have4

D(R) D(S) = D(R S) . (2.21)

Thus, the matrices D(R) must have the same multiplication rules, the same multipli-
cation structure, as the matrices R . A mapping of the group elements R on matrices
D(R) with this property is said to be a ‘representation’ of the group. We shall study
various kinds of representations of the group of rotations in three dimensions.

Summarizing: a set of matrices forms a representation of a group, if one has

1. Every element a of the group is mapped onto a matrix A ,

2. The product of two elements is mapped onto the product of the corresponding
matrices, i.e. if a , b and c are associated to the matrices A , B , and C , and
c = a b , then one must have C = AB .

We found the following result: Upon rotations in three-dimensional space, the wave func-
tions of a physical system must transform as linear mappings that form a representation
of the group of rotations in three dimensions.

4In this derivation, note the order of R en S . The correct mathematical notation is: D(R)Ψ = Ψ·R ,
so D(R) · (D(S) ·Ψ) = D(R) ·Ψ · S = (Ψ ·R) · S = D(RS) ·Ψ . It is not correct to say that this should

equal D(R) · (Ψ · S)
?
= (Ψ · S) · R because the definitions (2.18) only hold for the given wave function

Ψ , not for Ψ · S .
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As a simple example take the three functions

ψ1(~x) = x1 f(r) , ψ2(~x) = x2 f(r) , ψ3(~x) = x3 f(r) , (2.22)

where f(r) only depends on the radius r =
√

~x 2 , which is rotationally invariant. These
may be, for instance, three different solutions of the Schrödinger equation (2.2). Upon a
rotation, these three functions transform with a matrix D(R) that happens to coincide
with R itself. The condition (2.21) is trivially obeyed.

However, the above conclusion may not always hold. According to quantum mechan-
ics, two wave functions that only differ by a factor with absolute value equal to 1, must
describe the same physical situation. The wave functions ψ and eiαψ describe the same
physical situation, assuming α to be real. This leaves us the possibility of a certain mul-
tivaluedness in the definition of the matrices D(R) . In principle, therefore, the condition
(2.21) can be replaced by a weaker condition

D(R1) D(R2) = exp [iα(R1, R2)] D (R1 R2) , (2.23)

where α is a real phase angle depending on R1 and R2 . Matrices D(R) obeying (2.23)
with a non-trivial phase factor form what we call a projective representation. Projective
representations indeed occur in physics. We shall discover circumstances where every
matrix R of the rotation group is associated to two matrices D(R) en D′(R) , differing
from one another by a phase factor, to wit, a factor −1 . One has D′(R) = −D(R) .
This is admitted because the wave functions ψ and −ψ describe the same physical
situation. This multivaluedness implies that the relation (2.21) is obeyed only up to a
sign, so that the phase angle α in (2.23) can be equal to 0 or π . Particles described by
wave functions transforming according to a projective representation, have no analogue
in classical mechanics. Examples of such particles are the electron, the proton and the
neutron. Their wave functions will transform in a more complicated way than what is
described in Eq. (2.10). We shall return to this topic (Chapter 6).

The physical interpretation of the quantum wave function has another implication, in
the form of an important constraint that the matrices D(R) must obey. A significant
role is attributed to the inner product, a mapping that associates a complex number to a
pair of wave functions, ψ1 and ψ2 , to be written as 〈ψ1 | ψ2〉 , and obeying the following
relations (see Appendix E):

〈ψ | ψ〉 ≥ 0 ,

〈ψ | ψ〉 = 0 , then and only then if | ψ〉 = 0 , (2.24)

〈ψ1 | λψ2 + µψ3〉 = λ 〈ψ1 | ψ2〉+ µ 〈ψ1 | ψ3〉 , (2.25)

for every pair of complex numbers λ and µ ,

〈ψ1 | ψ2〉∗ = 〈ψ2 | ψ1〉 . (2.26)

For wave functions depending on just one coordinate, such an inner product is defined
by

〈ψ1 | ψ2〉 =

∫ ∞

−∞

dx ψ∗
1(x) ψ2(x) , (2.27)
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but for our purposes the exact definition of the inner product is immaterial.

According to quantum mechanics, the absolute value of the inner product is to be
interpreted as a probability. More explicitly, consider the state described by | ψ〉 . The
probability that a measurement will establish the system to be in the state | ϕ〉 is given
by |〈ϕ | ψ〉|2 . Now subject the system, including the measurement device, to a rotation.
According to (2.17), the states will change into

| ψ〉 → D | ψ〉 , | ϕ〉 → D | ϕ〉 . (2.28)

The corresponding change of the inner product is then

〈ϕ | ψ〉 −→ 〈ϕ | D†D | ψ〉 . (2.29)

However, if nature is invariant under rotations, the probability described by the inner
product, should not change under rotations. The two inner products in (2.29) must be
equal. Since this equality must hold for all possible pairs of states | ψ〉 and | ϕ〉 , we can
conclude that the matrices themselves must obey the following condition:

D†D = 1 , (2.30)

in other words, D must be a unitary matrix.5 Since this has to hold for every matrix
D(R) associated to a rotation, this demand should hold for the entire representation.
Thus, in this context, we shall be exclusively interested in unitary representations.

5The condition is that the absolute value of the inner product should not change, so one might suspect
that it suffices to constrain D†D to be equal to unity apart from a phase factor. However, D†D is a
hermitian, positive definite matrix, so we must conclude that this phase factor can only be equal to 1.
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3. The group of rotations in three dimensions

A rotation in three-dimensional space can be represented by a 3 × 3 matrix of real
numbers. Since upon a rotation of a set of vectors, the angles between them remain the
same, the matrix in question will be orthogonal. These orthogonal matrices form a group,
called O(3) . From the demand R R̃ = 1 , one derives that det (R) = ±1 . If we restrict
ourselves to the orthogonal matrices with det (R) = +1 , then we call the group SO(3) ,
the special orthogonal group in 3 dimensions.

A rotation in three-dimensional space is completely determined by the rotation axis
and the angle over which we rotate. The rotation axis can for instance be specified by
a three-dimensional vector ~α ; the length of this vector can then be chosen to be equal
to the angle over which we rotate (in radians). Since rotations over angles that differ by
a multiple of 2π , are identical, we can limit ourselves to rotation axis vectors ~α inside
(or on the surface of) a three-dimensional sphere with radius π . This gives us a natural
parametrization for all rotations. Every point in this sphere of parameters corresponds
to a possible rotation: the rotation axis is given by the line through this point and the
center of the sphere, and the angle over which we rotate (according to a left-handed screw
for instance) varies from 0 to π (rotations over angles between −π and 0 are then
associated with the vector in the opposite direction). Two opposite points on the surface
of the sphere, that is, ~α and −~α with |~α| = π , describe the same rotation, one over an
angle π and one over an angle −π , around the same axis of rotation. However, apart
from this identification of diametrically opposed points on the surface of the sphere, two
different points inside this parameter sphere always describe two different rotations.

From the above, it is clear that rotations can be parameterized in terms of three
independent parameters, being the three components of the vectors ~α , and furthermore
that the rotations depend on these parameters in a continuous fashion. To study this
dependence further, consider infinitesimal rotations, or, rotations corresponding to vectors
|~α| ≈ 0 . First, let us limit ourselves to rotations around the z axis, so that ~α = (0, 0, α) .
The associated rotation follows from

x → cos α x + sin α y ,

y → cos α y − sin α x , (3.1)

z → z .

This leads to a matrix R(α) , equal to

R(α) =




cos α sin α 0
− sin α cos α 0

0 0 1


 . (3.2)

The rotation by an angle α can also be regarded as being the result of n successive
rotations over an angle α/n . For very large values of n , the rotation by a small angle
α/n will differ from the identity only infinitesimally; ignoring terms of order (α/n)2 , we

14



find for the associated 3× 3 matrix,

R(α/n) =




1 α/n 0
−α/n 1 0

0 0 1


 + O

(
α2

n2

)

= 1 +
α

n




0 1 0
−1 0 0
0 0 0


 + O

(
α2

n2

)
. (3.3)

It is now possible to reconstruct the finite rotation over an angle α by taking the nth

power of (3.3),

R(α) = [R(α/n)]n =

[
1 +

α

n
T + O

(
α2

n2

)]n

, (3.4)

where the matrix T is given by

T =




0 1 0
−1 0 0
0 0 0


 . (3.5)

In the limit n → ∞ , we expect to be able to ignore terms of order 1/n2 ; furthermore,
we make use of the formula

eA = lim
n→∞

(
1 +

1

n
A

)n

. (3.6)

This results in

R(α) = exp(αT ) . (3.7)

The exponent of this matrix can be elaborated by using the series expansion

eA =
∞∑

n=0

1

n!
An . (3.8)

Next, we remark that

T 2n = (−)n




1 0 0
0 1 0
0 0 0


 , (n ≥ 1) (3.9)

from which it follows immediately that T 2n+1 = (−)nT for n ≥ 0 . Using this, we can
perform the exponentiation by separately selecting the even and odd powers. This leads
to

exp(αT ) = 1 +
∞∑

n=1

(−)nα2n

(2n)!




1 0 0
0 1 0
0 0 0


 +

∞∑

n=0

(−)nα2n+1

(2n + 1)!
T

= 1 + (cos α− 1)




1 0 0
0 1 0
0 0 0


 + sin α T , (3.10)
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α

α

r
r + r × α

Figure 2: Infinitesimal rotation of a vector ~r , around a rotation axis ~α

which indeed coincides with the original matrix (3.2).

Let us now consider the relation between finite and infinitesimal transformations as
given by Eq. (3.7), for more general rotations. For rotations over a small angle, every ~r
gets a small vector added to it that is orthogonal both to the vector ~r and the rotation
axis (see Figure 2). This tiny vector is exactly equal to the outer product of ~r and the
rotation axis vector ~α (where it was assumed that |~α| ≈ 0 ), so that

~r → ~r + ~r × ~α + O
(
|~α|2

)
. (3.11)

therefore, in case of a general rotation axis vector ~α = (α1, α2, α3) one can write

x → x + α3 y − α2 z + O
(
|~α|2

)
,

y → y + α1 z − α3 x + O
(
|~α|2

)
, (3.12)

z → z + α2 x− α1 y + O
(
|~α|2

)
.

Infinitesimal rotations can therefore be written as follows:

R(~α) = 1 + i
(
α1L1 + α2L2 + α3L3

)
+ O

(
|~α|2

)
, (3.13)

where we added a factor i in order to conform to the usual notations, and the hermitian
matrices L1 , L2 en L3 are defined by

L1 =




0 0 0
0 0 −i
0 i 0


 ,

L2 =




0 0 i
0 0 0
−i 0 0


 , (3.14)

L3 =




0 −i 0
i 0 0
0 0 0


 .
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Above result can be compressed in one expression by using the completely skew-symmetric
epsilon tensor,

(Li)jk = −iǫijk . (3.15)

Indeed, we can easily check that

(L1)23 = − (L1)32 = −iǫ123 = −i ,

(L2)31 = − (L2)13 = −iǫ231 = −i , (3.16)

(L3)12 = − (L3)21 = −iǫ312 = −i .

Again, we can consider R(~α) as being formed out of n successive rotations with
rotation axis ~α/n ,

R(~α) = [R(~α/n)]n

=

[
1 +

1

n

(
iα1L1 + iα2L2 + iα3L3

)
+ O

( |~α|2
n2

)]n

. (3.17)

Employing (3.4), we find then the following expression in the limit n →∞ ,

R(~α) = exp

(
i
∑

k

αkLk

)
. (3.18)

The correctness of Eq. (3.18) can be checked in a different way. First, we note that
the following multiplication rule holds for rotations around one common axis of rotation,
but with different rotation angles:

R(s~α) R(t~α) = R((s + t)~α) , (3.19)

where s and t are real numbers. The rotations R(s~α) with one common axis of rotation
define a commuting subgroup of the complete rotation group. This is not difficult to see:
The matrices R(s~α) (with a fixed vector ~α and a variable s ) define a group, where the
result of a multiplication does not depend on the order in the product,

R(s~α) R(t~α) = R(t~α) R(s~α) . (3.20)

This subgroup is the group SO(2) , the group of the two-dimensional rotations (the axis
of rotation stays the same under these rotations, only the components of a vector that are
orthogonal to the axis of rotation are rotated). Using Eq. (3.19), we can simply deduce
the following differential equation for R(s~α) ,

d

ds
R(s~α) = lim

∆→0

R((s + ∆)~α)−R(s~α)

∆

= lim
∆→0

R(∆~α)− 1

∆
R(s~α)

=

(
i
∑

k

αkLk

)
R(s~α) , (3.21)
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where first Eq. (3.19) was used, and subsequently (3.13). Now it is easy to verify that the
solution of this differential equation is exactly given by Eq. (3.18).

Yet an other way to ascertain that the matrices (3.18) represent rotations, is to prove
that these matrices are orthogonal and have determinant equal to 1, which means that
the following relations are fulfilled

R̃(~α) = [R(~α)]−1 = R(−~α) , det R(~α) = 1 , (3.22)

The proof follows from the following properties for a general matrix A (see also Appendix
C),

(̃eA) = e
eA , det

(
eA

)
= eTr A . (3.23)

From this, it follows that the matrices (3.18) obey Eqs. (3.22) provided that the matrix
i
∑

k αkLk be real and skew-symmetric. This indeed turns out to be the case; from the
definitions (3.15) it follows that i

∑
k αkLk in fact represents the most general real, and

skew-symmetric 3× 3 matrix.

The above question may actually be turned around: can all rotations be written in the
form of Eq. (3.18)? The answer to this question is not quite so easy to give. In principle,
the exponentiation in (3.18) can be performed explicitly via the power series expansion
(3.8), and the result can be compared with the most general rotation matrix. It will
turn out that the answer is affirmative: all rotations can indeed be written in the form
of Eq. (3.18). This, however, is not the case for all groups. The so-called non-compact

groups contain elements that cannot be written as a product of a finite number of such
exponentials. These groups are called non-compact, because the volume of parameter
space is non-compact. The rotation group, where all possible group elements are defined
in terms of the parameters αk that are restricted to the insides of a sphere with radius
π , is a compact group. Within the frame of these lectures, non-compact groups will
play no role, but such groups are not unimportant in physics. The Lorentz group, for
example, which is the group consisting of all lorentz transformations, is an example of a
non-compact group.

From the preceding discussion it will be clear that the matrices Lk , associated with
the infinitesimal transformations, will be important, and at least for the compact groups,
they will completely determine the group elements, by means of the exponentiation (3.18).
This is why these matrices are called the generators of the group. Although our discussion
was confined to the rotation group, the above can be applied to all Lie groups6: a group
whose elements depend analytically on a finite number of parameters, in our case α1 , α2 ,
and α3 . In the case that the group elements take the form of matrices, this means that
the matrix elements must be differentiable functions of the parameters.7 The number of
linearly independent parameters defines the dimension of the Lie group, not to be confused

6Named after the Norwegian mathematician Sophus Lie, 1842-1899
7This is clearly the case for the rotation group. In the general case, the above requirement can

be somewhat weakened; for a general Lie group it suffices to require the elements as functions of the
parameters to be twice differentiable.
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with the dimension of the matrices considered.8 The number of linearly independent
generators must obviously be equal to the dimension of the group.

One of the most essential ingredients of a group, is its multiplication structure, accord-
ing to which the product of two rotations R(~α) and R(~β) , again should be a rotation,

R(~α) R(~β) = R(~γ) , (3.24)

where ~γ depends on ~α and ~β . The exact dependence fixes the multiplication structure
of the group. The fact that such a vector function ~γ(~α, ~β) must exist, has implications
for the product of generators. To derive these, we expand (3.24) in powers9 of α en β ,

ei~α·~L ei~β·~L =
(
1 + iαkLk + O(α2)

)(
1 + iβlLl + O(β2)

)

= 1 + i(α + β)k Lk − αkβl LkLl + O(α2) + O(β2)

= 1 + i(α + β)k Lk − 1
2
(α + β)k(α + β)l LkLl

−1
2
αkβl [Lk, Ll] + O(α2) + O(β2) . (3.25)

The first three terms are recognized as the beginning of the power series of exp(i(~α+~β)·~L) .
If the fourth term would vanish, that is, if the matrices Lk and Ll commute, then indeed
γk = αk + βk . However, it will turn out that the generators of the rotation group do not

commute. Since it must be possible in any case to write the r.h.s. of the equation again in
the form of the power series for exp(i~γ·~L) , it must be possible to rewrite the commutators
of the generators in terms of some linear combination of the generators. in other words,
we must have

[Li, Lj] = ck
ij Lk , (3.26)

where the constants ck
ij are called the structure constants of the group, because they

(nearly) completely determine the multiplication structure of the group. Note that, since
the generators Lk are hermitian, the structure constants must be purely imaginary.

Before continuing, we first verify whether the generators (3.15) obey to the demand
(3.26). After explicit matrix multiplications, we find this indeed to be the case:

[L1, L2] = iL3 , [L2, L3] = iL1 , [L3, L1] = iL2 , (3.27)

or,

[Li, Lj] = iǫijk Lk . (3.28)

Making use of Eq. (3.26), we can now deduce the following result for ~γ(~α, ~β) :

γk = αk + βk + i
2
ck
mn αmβn + O(α2) + O(β2) . (3.29)

8For the rotation group in three dimensions the dimension of the group and that of the matrices are
both 3, but this is a coincidence: the dimension of the rotation group in d dimensions is 1

2d(d− 1) .
9The notation ~α · ~L is here intended to mean α1L1 + α2L2 + α3L3 . In Eq. (3.25) we also used

summation convention: if in one term of an expression an index occurs twice, this means that it is
summed over, even if the summation sign is not explicitly shown. So, αkLk ≡

∑
k αkLk . From now on,

this convention will be frequently used.
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In principle, the higher order contributions can be determined by means of iteration; for
example, we find

γk = αk + βk + i
2
ck
mn αmβn − 1

12
(αmαnβp + βmβnαp) ck

mqc
q
np + · · · . (3.30)

The fact that all terms in this iteration can be expressed in terms of the structure constants
follows from the Campbell-Baker-Hausdorff formula, which expresses the logarithm of
(exp A exp B) in terms of a power series consisting exclusively of repeated commutators
of the matrices A and B . Thus, the multiplication structure of the group is determined
by the structure constants (at least for all those group elements that reside in some finite
domain in the neighborhood of the identity). The CBH formula is explained in Appendix
D.

Imagine that we can find matrices Ak , different from the matrices Lk , obeying the
same commutation relations (3.26) as the Lk . In that case, by means of exponentiation,
we can determine the corresponding group elements, which will have the same multiplica-
tion rules as the elements of the original group. In other words, we find a representation
of the group this way. On the other hand, for every representation of the group, we can
construct the corresponding generators, using the infinitesimal transformations, and they
will obey the same commutation rules (3.26), with the same structure constants. Thus,
we have found a direct relation between group representations and the matrix relations
(3.26) (In more mathematical terms: the generators Lk , together with the commutation
relations (3.26), define an algebra, called the Lie algebra. Matrices Ak with the same
commutation relations then define a representation of the Lie algebra.)

One can easily check that the structure constants also must obey certain relations.
This follows from the so-called Jacobi identity, which holds for any triple of matrices A ,
B and C ,

[[A,B] , C] + [[B, C] , A] + [[C, A] , B] = 0 . (3.31)

This identity can be proven by explicitly writing the commutators and using the asso-
ciativity of the multiplication (See chapter 2); one then obtains 12 terms that cancel out
pairwise. Using the Jacobi identity with A = Li , B = Lj en C = Lk , we deduce the
following equation for the structure constants,

cm
ij cn

mk + cm
jk cn

mi + cm
ki c

n
mj = 0 , (3.32)

where use was made of (3.26). The equation (3.32) is also called the Jacobi identity. For
the rotation group, this implies the following equation for the ǫ -tensors:

ǫijm ǫmkn + ǫjkm ǫmin + ǫkim ǫmjn = 0 , (3.33)

which will be frequently used later. The validity of Eq. (3.33) can be derived directly
from the identity

ǫijm ǫmkl = δik δjl − δil δjk , (3.34)

which is easy to prove (for instance by choosing a couple of values for two of the indices).
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Equation (3.32) has another consequence. Let us define n n × n matrices Ci ac-
cording to

(Ci)
k

j ≡ −ck
ij , (3.35)

where n is the dimension of the Lie group. We can then write (3.32) as

(cm
ij Cm) n

k + (CjCi)
n

k − (CiCj)
n

k = 0 , or Ci Cj − Cj Ci = ck
ij Ck . (3.36)

These are exactly the same commutation relations as the ones we used to define the
structure constants, in Eq. (3.26). The matrices Ci thus define a representation of the
Lie algebra based on (3.26). Through exponentiation of the matrices Ci , we can then
define a group with the same multiplication properties (at least in some finite region
surrounding the identity) as the original Lie group, consisting of n×n matrices, where n
is the dimension of the Lie group. This representation is called the adjoint representation.

Applying the above to the case of the rotation group leads to something of a dis-
appointment. Since in this case ck

ij = iǫijk , the matrices Ci are simply equal to the
matrices Li (see Eq. (3.15), and so we recovered the original three-dimensional rotations.
The adjoint representation thus coincides with the original group. This, however, is rather
the exception than the rule, as will be seen later.
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4. More about representations

In the previous chapter the properties of the group of three-dimensional rotations were
discussed. Now, we return to the representations of this group. First, we note that,
starting from a given representation, for instance by the matrices D acting on the wave
functions that we combined in a column vector ψ , we can obtain an other representation,
by constructing an other vector ψ . For instance, rearrange ψ in wave functions ψ̂
according to

ψ̂ = Uψ . (4.1)

Under rotations, ψ̂ then transforms according to

ψ̂ → ψ̂′ = D̂ψ̂ , (4.2)

where D̂ is given by

D̂ = UD U−1 . (4.3)

Both the original matrices D and the matrices D̂ define a representation of the rotation
group, but such representations will not be considered as fundamentally different. This
is why representations that are related according to (4.3), are called equivalent represen-

tations. This allows us to formulate an important result in representation theory:

All finite dimensional representations of finite or compact groups are unitary.

With this we mean that all representations can be chosen to be unitary via a redefinition
(4.3), so that all matrices D belonging to the representation obey D† = D−1 . We will
not prove this here.

Up to here, we have primarily discussed one special representation of the group of
rotations, being the representation defined by rotating the three-dimensional vector ~x =
(x1, x2, x3) . There is an easy way to construct larger representations: just consider two
vectors, ~x and ~y , both transforming the usual way under rotations. Together, they form
a six-dimensional vector ~z = (x1, x2, x3, y1, y2, y3) , transforming under rotations as

~z → ~z ′ = D~z , (4.4)

where the matrix D can be decomposed in 3× 3 matrices in the following way:

D =

(
R 0
0 R

)
. (4.5)

Such a representation is called reducible, because the six-dimensional space can be split up
in two invariant three-dimensional subspaces. This reducible six-dimensional representa-
tion can therefore be regarded as the direct sum of two three-dimensional representations,
and we write

6 = 3⊕ 3 . (4.6)

The sum representation can occur if we consider a particle that can be in a superposition
of two different kinds of quantum states.
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It will be clear that representations that do not leave any subspace invariant, and
therefore cannot be described in a block diagonal form such as in Eq. (4.5), are considered
to be irreducible representations.

Other representations can be obtained by constructing so-called product representa-

tions. Consider for instance a system of two (free) particles with wave functions ψ1(~x)
and ψ2(~y) , where ~x and ~y are the coordinates of the particles. The wave functions
Ψ(~x, ~y) of the combined system then consist of all possible products of wave functions
ψ1 and ψ2 . We call this a tensor product, which is denoted by

Ψ = ψ1 ⊗ ψ2 . (4.7)

Under rotations of both ~x and ~y , this Ψ transforms accordingly, but the correspond-
ing representation is more complicated than the ones associated to the separate wave
functions ψ1 and ψ2 . Often, such a product representation is not irreducible, and can
be decomposed into a number of distinct representations that are irreducible. Let us
demonstrate this phenomenon first in the following example. Let three possible functions
ψ1

i be given by the coordinates xi and three possible functions ψ2
j by the coordinates

yj . Thus, both the ψ1
i ’s and the ψ2

j ’s transform according to the three-dimensional
representation of the rotation group. The product representation works on all possible
products of ψ1

i and ψ2
j , and therefore we can distinguish nine independent functions,

Tij(~x, ~y) = xi yj , (4.8)

transforming under rotations as

Tij → T ′
ij = Rii′Rjj′ Ti′j′ . (4.9)

This nine-dimensional representation however is not irreducible. For instance, the
symmetric part and the skew-symmetric part of Tij , defined by T(ij) ≡ 1

2
(Tij + Tji) , and

T[ij] ≡ 1
2
(Tij−Tji) , transform separately and independently under rotations. This follows

directly by restricting ourselves only to the (skew-)symmetric part of T ′
ij , and observing

that the (anti)symmetry in i and j of 1
2
(Rii′Rjj′±Rji′Rij′) implies the (anti)symmetry

in i′ en j′ . This is why we write

T(ij) → T ′
(ij) = Rii′Rjj′ T(i′j′) , T[ij] → T ′

[ij] = Rii′Rjj′ T[i′j′] . (4.10)

The skew-symmetric part of Tij contains three independent components, transforming
as a three-dimensional representation of the rotation group. The symmetric part of Tij

contains the remaining six components, which however do not transform as an irreducible
transformation. This follows immediately from the fact that the trace of Tij is equal to

Tii = ~x · ~y , (4.11)

and therefore invariant under rotations. We must conclude that Tij can be decomposed
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in three independent tensors10,

Tij →





T = ~x · ~y

Ti = ǫijkxjyk

Sij = xiyj + xjyi − 2
3
δij(~x · ~y)





. (4.12)

Note that we used the epsilon symbol to describe the skew-symmetric part of Tij again as

a three-dimensional vector ~T (it is nothing but the outer product ~x× ~y ). Furthermore,
we made the symmetric part Sij traceless by adding an extra term proportional to δij .
The consequence of this is that Sij consists of only five independent components. Under
rotations, the terms listed above transform into expressions of the same type; the five
independent components of Sij transform into one another.11 In short, the product of
two three-dimensional representations can be written as

3⊗ 3 = 1⊕ 3⊕ 5 , (4.13)

where the representations are characterized by their dimensions (temporarily ignoring
the fact that inequivalent irreducible representations might exist with equal numbers of
dimensions; they don’t here, as we will see later).

The procedure followed in this example, rests on two features; first, we use that the
symmetry properties of tensors do not change under the transformations, and secondly
we make use of the existence of two invariant tensors, to wit:

Tij = δij , Tijk = ǫijk . (4.14)

An invariant tensor is a tensor that does not change at all under the group transformations,
as they act according to the index structure of the tensor, so that

Tijk··· → T ′
ijk··· = Rii′Rjj′Rkk′ · · · Ti′j′k′··· = Tijk··· . (4.15)

Indeed, both tensors δij and ǫijk obey (4.15), since the equation

Rii′Rjj′ δi′j′ = δij (4.16)

is fulfilled because the Rij are orthogonal matrices, and

Rii′Rjj′Rkk′ ǫi′j′k′ = det R ǫijk = ǫijk (4.17)

10In the second equation, again summation convention is used, see an earlier footnote.
11For each of these representations, we can indicate the matrices D(R) that are defined in chapter 2.

For the first representation, we have that D(R) = 1 . In the second representation, we have 3 × 3
matrices D(R) equal to the matrix R . For the third representation, we have 5 × 5 matrices D(R) .
The indices of this correspond to the symmetric, traceless index pairs ij . The matrices D(R) can be
written as

D(R)(ij) (kl) =
1

2
(Rik Rjl + Ril Rjk)− 1

3
δij δkl .
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holds because the rotation matrices Rij have det R = 1 . For every given tensor Tijk··· we
can contract the indices using invariant tensors. It is then evident that tensors contracted
that way span invariant subspaces, in other words, under rotations they will transform into
tensors that are formed the same way. For example, let Tijk··· be a tensor transforming
like

Tijk··· → T ′
ijk··· = Rii′Rjj′Rkk′ · · · Ti′j′k′··· . (4.18)

Now, form the tensor
T̂klm··· ≡ δij Tijklm··· (4.19)

which has two indices less. By using Eq, (4.16), it is now easy to check that T̂ transforms
as

T̂klm··· → T̂ ′
klm··· = Rkk′Rll′Rmm′ · · · T̂k′l′m′··· , (4.20)

and, in a similar way, we can verify that contractions with one or more δ and ǫ tensors,
produce tensors that span invariant subspaces. Using the example discussed earlier, we
can write the expansion as

Tij =
1

2
ǫijk (ǫklm Tlm) +

1

2

(
Tij + Tji −

2

3
δijTkk

)
+

1

3
δij Tkk , (4.21)

where the first term can also be written as 1
2
(Tij − Tji) , by using the identity (3.34),

ǫijk ǫklm = δilδjm − δimδjl , (4.22)

and the second term in (4.21) is constructed in such a way that it is traceless:

δij

(
Tij + Tji −

2

3
δijTkk

)
= 0 . (4.23)
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5. Ladder operators

Let us consider a representation of the rotation group, generated by hermitian matrices
I1 , I2 and I3 , which obey the same commutation rules as L1 , L2 and L3 , given in
Eq. (3.15),

[I1, I2] = iI3 , [I2, I3] = iI1 , [I3, I1] = iI2 , (5.1)

or in shorthand:

[Ii, Ij] = iǫijk Ik . (5.2)

We demand the matrices exp(iαkIk) to be unitary; therefore, the Ii are hermitian:
I†i = Ii . Starting from this information, we now wish to determine all sets of irreducible
matrices Ii with these properties. This is the way to determine all (finite-dimensional,
unitary) representations of the group of rotations in three dimensions.

To this end, first define the linear combinations

I± = I1 ± iI2 , (5.3)

so that (I±)† = I∓ , and

[I3, I±] = [I3, I1]± i[I3, I2] = iI2 ± I1 = ±I± . (5.4)

So we have for any state | ψ〉 ,

I3

(
I+ | ψ〉

)
= I+(I3 + 1) | ψ〉 . (5.5)

A Casimir operator is a combination of operators for a representation constructed in such
a way that it commutes with all generators. Schur’s lemma states the following: if and
only if the representation is irreducible, every Casimir operator will be a multiple of the
unit matrix.

In the case of the three-dimensional rotations, we have such a Casimir operator:

~I 2 ≡ I2
1 + I2

2 + I2
3 . (5.6)

We derive from Eq. (5.1):

[~I 2, I1] = [~I 2, I2] = [~I 2, I3] = 0 . (5.7)

Since ~I 2 en I3 are two commuting matrices, we can find a basis of states such that ~I 2

and I3 both at the same time take a diagonal form, with real eigenvalues. Furthermore,
the eigenvalues of ~I 2 must be positive (or zero), because we have

〈ψ | ~I 2 | ψ〉 =
∣∣∣I1 | ψ〉

∣∣∣
2

+
∣∣∣I2 | ψ〉

∣∣∣
2

+
∣∣∣I3 | ψ〉

∣∣∣
2

≥ 0 . (5.8)
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It will turn out to be convenient to write the eigenvalues of ~I 2 as ℓ(ℓ + 1) , where ℓ ≥ 0
(The reason for this strange expression will become clear shortly; for the time being,
consider this merely as a notation).

Now, consider a state | ℓ, m〉 that is an eigenstate of ~I 2 and I3 , with eigenvalues
ℓ(ℓ + 1) and m ,

~I 2 | ℓ,m〉 = ℓ(ℓ + 1) | ℓ,m〉 , I3 | ℓ,m〉 = m | ℓ,m〉 . (5.9)

From Eqs. (5.5) and (5.7), one derives that

I3

(
I+ | ℓ,m〉

)
= (m + 1)

(
I+ | ℓ,m〉

)
,

~I 2
(
I+ | ℓ,m〉

)
= ℓ(ℓ + 1)

(
I+ | ℓ,m〉

)
. (5.10)

Substituting I+ | ℓ, m〉 = | ψ〉 , we have

I3 | ψ〉 = (m + 1) | ψ〉 , ~I 2 | ψ〉 = ℓ(ℓ + 1) | ψ〉 , (5.11)

in other words, | ψ〉 is a new eigenvector of I3 and ~I 2 with eigenvalues m′ = m + 1 ,
and ℓ′ = ℓ , unless

| ψ〉 ≡ I+ | ℓ,m〉 ?
= 0 . (5.12)

Furthermore, we find

〈ψ | ψ〉 = 〈ℓ,m | I−I+ | ℓ,m〉
= 〈ℓ,m | I2

1 + I2
2 + i[I1, I2] | ℓ,m〉

= 〈ℓ,m | I2
1 + I2

2 − I3 | ℓ, m〉
= 〈ℓ,m | ~I 2 − I3(I3 + 1) | ℓ,m〉 , (5.13)

where we made use of: I†+ = I− . And so, using Eq. (5.9), we find

〈ψ | ψ〉 =
(
ℓ(ℓ + 1)−m(m + 1)

)
〈ℓ,m | ℓ,m〉 . (5.14)

If we now assume that | ℓ,m〉 is a normalized state (so, 〈ℓ,m | ℓ,m〉 = 1 ), then | ψ〉
can be written as a normalized state | ℓ, m + 1〉 multiplied by a proportionality factor
that is given by (5.14). This factor is fixed up to a phase factor, which we absorb in the
definition of | ℓ,m + 1〉 . This way, we conclude that

I+ | ℓ,m〉 =
√

ℓ(ℓ + 1)−m(m + 1) | ℓ,m + 1〉 . (5.15)

Repeating this procedure, the operator I+ produces states with ever increasing eigenval-
ues of I3 :

| ℓ,m〉 I+−→| ℓ,m + 1〉 I+−→| ℓ,m + 2〉 I+−→| ℓ,m + 3〉 I+−→ etc . (5.16)

This is why I+ will be called “ladder operator” or “step operator”. However, we are
interested in finite matrices Ii , and this implies that the series (5.16) has to come to
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an end somewhere. According to Eq. (5.15), this only happens if, in the series (5.16),
a state emerges for which the eigenalue m of I3 equals ℓ . This, in turn, requires
that the original eigenvalue m of the state we started off with, differs from ℓ by an
integer. The necessity of this in fact already follows from Eq. (5.14): since 〈ψ | ψ〉 and
〈ℓ,m | ℓ, m〉 must have non negative norms, one must have ℓ(ℓ + 1) − m(m + 1) ≥ 0 ,
and also −ℓ − 1 ≤ m ≤ ℓ . In order to ensure that the series (5.15) terminates, as soon
as m approaches values greater than its allowed limit, we must demand that ℓ−m be
a positive integer. therefore, we find

| ℓ,m〉 I+−→| ℓ,m + 1〉 I+−→ · · · · · · I+−→| ℓ, ℓ〉 , (5.17)

where the vector | ℓ, ℓ〉 with the highest eigenvalue of I3 obeys

I+ | ℓ, ℓ〉 = 0 . (5.18)

It is now easy to continue by observing that the matrix I− is also a ladder operator,
but one generating lower eigenvalues of I3 . Starting from a state | ℓ,m〉 , we can construct
states with decreasing eigenvalues of I3 :

etc.
I−←−| ℓ,m− 3〉 I−←−| ℓ,m− 2〉 I−←−| ℓ,m− 1〉 I−←−| ℓ,m〉 (5.19)

Repeating the same manipulations as the ones for I+ , shows that for | ψ〉 = I− | ℓ,m〉 ,

〈ψ | ψ〉 =
[
ℓ(ℓ + 1)−m(m− 1)

]
〈ℓ,m | ℓ,m〉 , (5.20)

so it follows that we must have ℓ(ℓ + 1) −m(m − 1) ≥ 0 , and subsequently ℓ(ℓ + 1) −
m(m − 1) ≥ 0 , that is, −ℓ ≤ m ≤ ℓ + 1 . Since we must require the series (5.19) to
terminate as well, there must be a state in the series with minimal eigenvalue m = −ℓ ,
which guarantees that

I− | ℓ,−ℓ〉 = 0 . (5.21)

Again, we encounter an undetermined phase factor. It seems that we have the freedom
to choose it any way we like, so again we fix the phase factor to be +1 , but we return to
this phase factor shortly:

I− | ℓ,m〉 =
√

ℓ(ℓ + 1)−m(m− 1) | ℓ,m− 1〉 . (5.22)

Starting from a given state | ℓ,m〉 , we now have constructed ℓ − m states with
eigenvalues m + 1, m + 2, . . . , ℓ and ℓ + m states with I3 eigenvalues m − 1, m −
2, . . . ,−ℓ . Thus, in total we found 1 + (ℓ−m) + (ℓ + m) = 2ℓ + 1 states. This is why
2ℓ + 1 must be an integral number, so that ℓ , and therefore also m , are either both
integers or both an integer plus 1

2
.

Above arguments do not quite suffice to prove that we indeed found all states. In
principle, it might be possible to apply arbitrary sequences of I+ and I− operators, to
find many more states. Suppose we apply I+ and subsequently I− . We get a state with
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the same values of both ℓ and m as before. But is this the same state? Indeed, the
answer is yes — and also the phase is +1 ! Note that

I− I+ = I2
1 + I2

2 + i(I1 I2 − I2 I1) = (~I)2 − I2
3 − I3 =

(
ℓ(ℓ + 1)−m(m + 1)

)
1 . (5.23)

This ensures that, if we apply (5.15) and (5.22) in succession, we get back exactly the
same state as the one we started off with (correctly normalized, and with a phase factor
+1 ).

By way of exercise, we verify that the operators I+, I− and I3 exclusively act on this
single series of states | ℓ,m〉 as prescribed by Eqs. (5.9), (5.15), and (5.22). Checking the
commutation rules,

[I3, I±, ] = ±I± , [I+, I−] = 2I3 , (5.24)

we indeed find

(I3I± − I±I3) | ℓ,m〉 = (m± 1)
√

ℓ(ℓ + 1)−m(m± 1) | ℓ,m± 1〉
−m

√
ℓ(ℓ + 1)−m(m± 1) | ℓ,m± 1〉

= ±
√

ℓ(ℓ + 1)−m(m± 1) | ℓ,m± 1〉
= ±I± | ℓ,m〉 , (5.25)

(I+I− − I−I+) | ℓ,m〉 =
√

ℓ(ℓ + 1)− (m− 1)m
√

ℓ(ℓ + 1)− (m− 1)m | ℓ,m〉
−

√
ℓ(ℓ + 1)− (m + 1)m

√
ℓ(ℓ + 1)− (m + 1)m | ℓ, m〉

= 2m | ℓ,m〉
= 2I3 | ℓ,m〉 . (5.26)

Summarizing, we found that an irreducible representation of I1 , I2 , I3 can be char-
acterized by a number ℓ , and it acts on a space spanned by 2ℓ + 1 states | ℓ,m〉 for
which

~I 2 | ℓ,m〉 = ℓ(ℓ + 1) | ℓ,m〉 ,

I3 | ℓ,m〉 = m | ℓ,m〉 ,

I± | ℓ,m〉 =
√

ℓ(ℓ + 1)−m(m± 1) | ℓ,m± 1〉 , (5.27)

with m = −ℓ, −ℓ + 1, ,−ℓ + 2, · · · , ℓ− 2, ℓ− 1, ℓ . Either both ℓ and m are integers,
or they are both integers plus 1

2
. Of course, we always have I1 = 1

2
(I+ + I−) and

I2 = 1
2i

(I+ − I−) .

We now provide some examples, being the representations for ℓ = 0, 1
2
, 1 , and 3

2
:

• For ℓ = 0 , we find the trivial representation. There is only one state, |0, 0〉 , and
Ii|0, 0〉 = 0 for i = 1, 2, 3.
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• For ℓ = 1
2

, we find a two-dimensional representation. There are two basis elements,
| 1

2
, 1

2
〉 and | 1

2
,−1

2
〉 , for which, according to Eq. (5.27), we have

I+ | 1
2
,−1

2
〉 = | 1

2
, 1

2
〉 ,

I+ | 1
2
, 1

2
〉 = 0 ,

I− | 1
2
, 1

2
〉 = | 1

2
,−1

2
〉 ,

I− | 1
2
,−1

2
〉 = 0 .

(5.28)

This way, we find the matrices

I3 =

(
1
2

0
0 −1

2

)
, I+ =

(
0 1
0 0

)
, I− =

(
0 0
1 0

)
. (5.29)

The matrices I1 , I2 en I3 following from this calculation, are the matrices 1
2
τi

that will be introduced in Chapter 6.

• For I = 1 we find a three-dimensional representation. There are three basis ele-
ments, | 1, 1〉 , | 1, 0〉 and | 1,−1〉 , for which, according to Eq. (5.27), we have

I+ | 1,−1〉 =
√

2 | 1, 0〉 ,

I+ | 0〉 =
√

2 | 1, 1〉 ,
I+ | 1, 1〉 = 0 ,

I− | 1, 1〉 =
√

2 | 1, 0〉 ,

I− | 1, 0〉 =
√

2 | 1,−1〉 ,
I− | −1,−1〉 = 0 .

(5.30)

This way, we find the matrices

I3 =




1 0 0
0 0 0
0 0 −1


 , I+ =




0
√

2 0

0 0
√

2
0 0 0


 , I− =




0 0 0√
2 0 0

0
√

2 0


 .

(5.31)
The matrices I1 , I2 en I3 are here equal to the matrices Li , but in a different
(complex) basis, where L3 is diagonal.

• For l = 3
2

, we find a four dimensional representation. We have the basis elements
| 3

2
, 3

2
〉 , | 3

2
, 1

2
〉 , | 3

2
,−1

2
〉 en | 3

2
,−3

2
〉 , for which, according to Eq. (5.27),

I+ | 3
2
,−3

2
〉 =

√
3 | 3

2
,−1

2
〉 ,

I+ | 3
2
,−1

2
〉 = 2 | 3

2
, 1

2
〉 ,

I+ | 3
2
, 1

2
〉 =

√
3 | 3

2
, 3

2
〉 ,

I+ | 3
2
, 3

2
〉 = 0 .

(5.32)

This way, we find the marices

I3 =




3
2

0 0 0
0 1

2
0 0

0 0 −1
2

0
0 0 0 −3

2


 , I+ =




0
√

3 0 0
0 0 2 0

0 0 0
√

3
0 0 0 0


 . (5.33)

The matrix I− can be derived in a similar way from Eq. (5.27), or can be obtained
directly by hermitian conjugation: I− = I †+ .
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6. The group SU (2)

In Chapter 4, we only saw irreducible representations of the three-dimensional rotation
group that were all odd dimensional. Chapter 5, however, showed the complete set of
all irreducible representations of this group, and as many of them are even as there are
odd ones. More understanding of the even-dimensional representations is needed. To
this end, we subject the simplest example of these, the one with ℓ = 1

2
, to a closer

inspection. Clearly, we have vectors forming a two-dimensional space, which will be
called spinors. Every rotation in a three-dimensional space must be associated to a
unitary transformation in this spinor space. If R = exp(i

∑
k αkLk) , then the associated

transformation X is written as X = exp(i
∑

k αkIk) , where the generators Ik follow
from Eq. (5.29):

I1 =
I+ + I−

2
= 1

2
τ1 , I2 =

I+ − I−
2i

= 1
2
τ2 , I3 = 1

2
τ3 . (6.1)

Here, we have introduced the following three fundamental 2× 2 matrices: 12

τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
0 −1

)
. (6.2)

These τ -matrices obey the following product rules:

τi τj = δij1 + iǫijk τk , (6.3)

as can easily be established. Since [τi, τj] = τi τj − τj τi , we find that the generators Ik

indeed obey the correct commutation rules:
[τi

2
,
τj

2

]
= iǫijk

τk

2
. (6.4)

The three τ matrices are hermitian and traceless :

τi = τ †i ; Tr (τi) = 0 . (6.5)

For rotations over tiny angles, |~α| ≪ 1 , the associated matrix X(~α) takes the fol-
lowing form:

X(~α) = 1 + iB + O(B2) ; B = αi
τi

2
. (6.6)

One readily verifies that X(~α) is unitary and that its determinant equals 1:

(
1 + iB + O(B2)

)†
=

(
1 + iB + O(B2)

)−1
= 1− iB + O(B2) ;

det
(
1 + iB + O(B2)

)
= 1 + i Tr B + O(B2) = 1 , (6.7)

since
B† = B , Tr B = 0 . (6.8)

12Also called Pauli matrices, and often indicated as σi .
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The finite transformation X(~α) is found by exponentiation of (6.6), exactly in accor-
dance with the limiting procedure displayed in Chapter 3:

X(~α) = lim
n→∞

{
1 + i

αi

n

τi

2

}n

= exp
(
iαi

τi

2

)
. (6.9)

The matrices 1
2
τi are therefore the generators of the rotations for the ℓ = 1

2
representa-

tion. They do require the coefficients 1
2

in order to obey exactly the same commutation
rules as the generators Li of the rotation group in three dimensions, see Eq. (6.4).

By making use of the product property of the τ -matrices, we can calculate the expo-
nential expression for X(~α) . This is done as follows:

X(~α) = eiαiτi/2

=
∞∑

n=0

1

n!

(
iαjτj

2

)n

=
∞∑

n=0

1

(2n)!

(
iαjτj

2

)2n

+
∞∑

n=0

1

(2n + 1)!

(
iαjτj

2

)2n+1

, (6.10)

where, in the last line, we do the summation over the even and the odd powers of (iαjτj)
separately. Now we note that

(iαjτj)
2 = −αjαk τj τk = −α2 1, (6.11)

where use was made of Eq. (6.3), and α is defined as

α =
√

α 2
1 + α 2

2 + α 2
3 . (6.12)

From Eq. (6.11) it immediately follows that

(iαjτj)
2n = (−)n α2n 1, (iαjτj)

2n+1 = (−)n α2n (iαjτj) , (6.13)

so that we can write Eq. (6.10) as

X(~α) =

{
∞∑

n=0

(−)n

(2n)!

(α

2

)2n
}

1 +

{
∞∑

n=0

(−)n

(2n + 1)!

(α

2

)2n+1
}(

iαjτj

α

)

= cos
α

2
1 + i sin

α

2

αjτj

α
. (6.14)

It so happens that every 2× 2 matrix can be decomposed in the unit matrix 1 and
τi :

X = c0 1 + ici τi. (6.15)

If we furthermore use the product rule (6.3) and Eq. (6.5), and also

Tr (1) = 2 , (6.16)
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the coefficients c0 and ci can be determined for every 2× 2 matrix X :

c0 = 1
2
Tr (X) ; ci = 1

2
Tr (X τi) . (6.17)

In our case, we read off the coefficients c0 and ci directly from Eq. (6.14):

c0 = cos
α

2
, ci =

αi

α
sin

α

2
. (6.18)

It is clear that all these coefficients are real. Furthermore, we simply establish:

c2
0 + c2

i = 1. (6.19)

The expression (6.15) for X(~α) can now also be written in terms of two complex
parameters a en b ,

X =

(
a b
−b∗ a∗

)
, (6.20)

with |a|2 + |b|2 = 1 . Matrices of the form (6.20) with generic a and b obeying
|a|2 + |b|2 = 1 form the elements of the group SU(2) , the group of unitary 2 × 2
matrices with determinant 1, because 13 they obey:

X† = X−1, det X = 1 . (6.21)

It should be clear that these matrices form a group: if X1 en X2 both obey (6.21)
and (6.20), then also X3 = X1X2 and so this matrix also is an element of the group.
Furthermore, the unit matrix and the inverse matrix obey (6.20) en (6.21), so they also
are in the group, while associativity for the multiplication is evident as well.

In chapter 3 we established that the rotations can be parameterized by vectors ~α that
lie in a sphere with radius α = π . The direction of ~α coincides with the axis of rotation,
and its length α equals the angle of rotation. Since rotations over +π and −π radians
are equal, we established that

R(~α) = R(−~α) , if α = π . (6.22)

As we see in Eq. (6.14), the elements of SU(2) can be parameterized by the same vectors
~α . However, to parameterize all elements X(~α) , the radius of the sphere must be taken to
be twice as large, that is, equal to 2π . Again consider two vectors in opposite directions,
~α and ~α ′ , in this sphere, such that the lengths α+α ′ = 2π , so that they yield the same
rotation,

R(~α ′) = R(~α) , (6.23)

just because they rotate over the same axis with a difference of 2π in the angles. The

two associated SU(2) elements, X(~α ′) and X(~α) , however, are opposite to each other:

X(~α ′) = −X(~α) . (6.24)

13Similarly, the complex numbers with norm 1 form the group U(1) , which simply consists of all phase
factors exp iα .
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This follows from Eqs. (6.14), (6.18) and the fact that cos α′

2
= − cos α

2
en sin α′

2
= sin α

2
.

The above implies that, strictly speaking, the elements of SU(2) are not a represen-
tation of the three-dimensional rotation group, but a projective representation. After all,
in the product of the rotations

R(~α) R(~β) = R(~γ), (6.25)

with α , β , we would also have γ ≤ π , but the product of the associated SU(2) matrices,

X(~α) X(~β) = ±X(~γ) , (6.26)

the value of γ depends on α and β but its length can be either larger or smaller than π ,
so we may or may not have to include a minus sign in the equation14 if we wish to restrict
ourselves to vectors shorter than π . The group SU(2) does have the same structure
constants, and thus the same group product structure, as the rotation group, but the
latter only holds true in a small domain surrounding the unit element, and not exactly
for the entire group.

A spinor ϕα transforms as follows:

ϕα → ϕα′ = Xα
β ϕβ . (6.27)

The complex conjugated vectors then transform as

ϕ∗α → ϕ∗′α = (Xα
β)∗ ϕ∗β = (X†)β

α ϕ∗β . (6.28)

Here, we introduced an important new notation: the indices are sometimes in a raised
position (superscripts), and sometimes lowered (subscripts). This is done to indicate that
spinors with superscripts, such as in (6.27), transform differently under a rotation than
spinors with subscripts, such as (6.28). Upon complex conjugation, a superscript index
becomes a subscript, and vice versa. Subsequently, we limit our summation convention to
be applied only in those cases where one superscript index is identified with one subscript
index:

φαψα ≡
2∑

α=1

φαψα . (6.29)

In contrast to the case of the rotation group, one cannot apply group-invariant sum-
mations with two superscript or two subscript indices, since

Xα
α′ X

β
β′ δ

α′β′ =
∑

γ

Xα
γ Xβ

γ 6= δαβ , (6.30)

because X in general is not orthogonal, but unitary. The only allowed Kronecker delta
function is one with one superscript and one subscript index: δα

β . A summation such as
in Eq.(6.29) is covariant:

2∑

α=1

φ′αψ′α = (Xα
β)∗Xα

γφβψγ = (X† X)β
γφβψγ = δβ

γ φβψγ =
2∑

β=1

φβψβ , (6.31)

14On the other hand, we may state that the three-dimensional rotations are a representation of the
group SU(2) .
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where unitarity, according to the first of Eqs. (6.21), is used.

We do have two other invariant tensors however, to wit: εαβ and εαβ , which, as
usual, are defined by

εαβ = eαβ = −εβα , ε12 = ε12 = 1 . (6.32)

By observing that

Xα
α′ X

β
β′ ǫ

α′β′ = det X ǫαβ = ǫαβ , (6.33)

where the second of Eqs. (6.21) was used, we note that εαβ and εαβ after the transfor-
mation take the same form as before.

From this, one derives that the representation generated by the matrices X∗ is equiv-

alent to the original representation. With every co-spinor ϕα we have a contra-spinor,

ψα
def
= εαβϕβ , (6.34)

transforming as in Eq. (6.28).

The fact that X and X∗ are equivalent can also be demonstrated by writing εαβ as
a matrix:

εXε−1 =

(
0 1
−1 0

)(
a b
−b∗ a∗

)(
0 −1
1 0

)

=

(
a∗ b∗

−b a

)

= X∗ , (6.35)

since ε 2 = −1 . From this, it follows that the two representations given by (6.27) and
(6.28) are equivalent according to the definition given in Eq. (4.3).

Now, let us attempt to find all representations of the group SU(2) , rather than
SO(3) . To this end, we let the SU(2) matrices act in an abstract vector space with
complex coordinates 15 ϕα , where α = 1 , 2 . We consider all analytic functions f of
these two coordinates. Perform the Taylor series expansion of such a function at the origin.
At the N th order, the Taylor expansion terms form homogeneous, symmetric polynomials
in ϕα of degree N . Obviously, N is a non negative integer. Since f is analytic, the
complex conjugated spinors, ϕ∗α are not allowed to enter in these polynomials. Write

Y α1α2···αN = ϕα1 ϕα2 · · ·ϕαN . (6.36)

Under SU(2) , these polynomials transform as follows:

Y α1α2···αN → Y α1α2···αN ′ = Xα1

α′
1

Xα2

α′
2

· · ·XαN

α′
N

Y α′
1
α′

2
···α′

N . (6.37)

In view of the above, we expect that the tensors Y α1α2···αN (which, because of the
symmetry under interchange of the indices, do not depend on the way these indices are

15The coordinates ϕα are therefore slightly more difficult to interpret.
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ordered), should transform as representations of SU(2) . Indeed, they are irreducble

representations. The independent coefficients of these polynomials are completely charac-
terized by specifying the number p1 of indices that are equal to 1 (the remaining indices,
their number being p2 = N − p1 , must be equal to 2 ), and so we find the number of
independent coefficients in a polynomial of degree N to be

N∑

p1=0

= N + 1 . (6.38)

Thus, here we have representations of dimension N +1 , for any non negative integer N .

Subsequently, we can write the SU(2) generators, acting on functions of the coordi-
nates ϕ , as differential operators. This leads to

L
SU(2)
i = −1

2
(τi)

α
β ϕβ ∂

∂ϕα
, (6.39)

so that infinitesimal SU(2) transformations on functions f(ϕ) can be written as

f(ϕ) → f ′(ϕ) =
(
1− i~α · ~LSU(2) + O(α2)

)
f(ϕ)

= f(ϕ) +
i

2
αj (τj)

α
β ϕβ ∂f(ϕ)

∂ϕα
+ O(α2) . (6.40)

Note in passing that the index α in ∂
∂φα is treated as a subscript index.

Making use of Eq. (6.39), we can now derive the Casimir operator (~LSU(2))2 as a
differential operator,

(L
SU(2)
i )2 =

1

4

∑

i

(
τα
i β ϕβ ∂

∂ϕα

) (
τ γ
i δ ϕδ ∂

∂ϕγ

)

=
1

4
(− δα

β δγ
δ + 2 δα

δ δγ
β) ϕβ ∂

∂ϕα
ϕδ ∂

∂ϕγ

= −1

4
ϕα ∂

∂ϕα
ϕγ ∂

∂ϕγ
+

1

2
ϕβ ∂

∂ϕα
ϕα ∂

∂ϕβ

=
1

4

(
ϕα ∂

∂ϕα

)2

+
1

2

(
ϕα ∂

∂ϕα

)
. (6.41)

It is easy to see that the last two lines of Eq. (6.41) are equal by writing all derivatives to
the right of the coordinates. The transition from the first to the second line is less trivial.
There, use was made of the identity

∑

i

(τi)
α
β (τi)

γ
δ = −δα

β δγ
δ + 2 δα

δ δγ
β . (6.42)

A convenient way to derive this equation is by first multiplying it with an arbitrary matrix
Xγ

δ , after which one uses the decomposition rule (6.15) and Eq. (6.17) for this X . If now
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the derivative of this equation is taken with respect to Xγ
δ , we directly end up with the

identity (6.42). Evidently, the validity of (6.42) can also be verified by choosing specific
values for the indices α , β , γ and δ .

Now, let the operator (6.41) act on the polynomials Y α1α2···α2s . Using the fact that
(

ϕα ∂

∂ϕα

)
Y α1α2···αN = N Y α1α2···α2s , (6.43)

we find directly the result:

(L
SU(2)
i )2 Y α1α2···αN = 1

2
N(1

2
N + 1) Y α1α2···αN . (6.44)

Thus, we recognize the representations ℓ of chapter 5, if we write ℓ = s, s = 1
2
N .

We succeeded to (re)construct (2s + 1) dimensional representations of SU(2) , where s
is an integer or an integer plus 1

2
. In these representations, the eigenvalue of the Casimir

operator, according to Eq. (6.44), equals s(s + 1) . In Chapter 5, it was shown that this
completes the set of all irreducible representations of SU(2) .

We expect that, for integral values of s , the representations coincide with the repre-
sentation of the rotation group found in chapter 4. This indeed turns out to be the case.
To see this, consider the tensors Y with an even number of indices. Then, arrange the
factors ϕα in pairs, and use in each pair the ε tensor to lower one of the superscript
indices to obtain a subscript index:

Y αβ = ϕα ϕβ ; Ŷ α
β = εβγY

αγ = εβγϕ
αϕγ . (6.45)

We read off easily that Sp(Ŷ ) = 0 , so that, according to the decomposition (6.15), Ŷ
can be written as

Ŷ = 1
2

∑

i

xi τi ; xi = Ŷ α
β (τi)

β
α . (6.46)

Under SU(2) , the quantities xi transform as

xi → x′i = Xα
α′ (X

−1)β′

β Y α′

β′ (τi)
β
α , (6.47)

where use was made of the transformation rules for superscript and subscript indices.
And now we prove that

X−1(~α) τi X(~α) = R(~α)ij τj , (6.48)

so that the tensors xi actually transform exactly like the coordinates xi in chapter 4.
We verify the validity of the transformation rule (6.48) for infinitesimal transformations.
One then has

X−1(~α) τi X(~α) ≈
(
1− i

2
αj τj + O(α2)

)
τi

(
1 +

i

2
αk τk + O(α2)

)

=

(
τi +

i

2
αj [τi, τj] + O(α2)

)

= τi + ǫijk τj αk + O(α2) , (6.49)
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which indeed takes the same form as infinitesimal rotations of the coordinates xi .

The rotation operator (6.39) is an exact analogue of the generator of rotations in x
space:

Li = −iεijkxj
∂

∂xk

, (6.50)

which we obtain if we apply an infinitesimal rotation (3.11) to a function ψ(~r) :

ψ(~r) → ψ(~r + ~r × ~α) = (1 + iαkLk)ψ(~r) . (6.51)
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